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[. Introduction

A. Background

The physical state of a material is described as its
phase. Common phases of the molecule H,O include
vapor, liquid water, and ice. Examples of these
phases in the atmosphere are humidity, warm clouds,
and cirrus clouds, respectively. Water vapor also
affects the phase of other atmospheric particles,
which are commonly referred to as aerosols. Promi-
nent examples of the hygroscopic chemical species
contained in tropospheric particles include NaCl
arising from ocean spray over breaking waves and
(NH,)2S0O, due to anthropogenic activities. The phase
of these salts is solid crystalline at low relative
humidity (RH), whereas vapor and crystal combine
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to form aqueous electrolyte solutions at high relative
humidity. Furthermore, ice crystallizes when the
aqueous composition becomes dilute under cold and
humid conditions. In contrast to the troposphere, the
stratosphere is much drier, and particle composition
is more homogeneous. Background stratospheric
particles are composed of concentrated (60—80 w/w)
sulfuric acid with high ionic strengths and negative
pH values, except at the lowest temperatures of the
polar winter. Below 190 K, a number of acid hydrates
may crystallize from the acidic, brine particles. An
important process in annual polar ozone depletion is
the freezing of concentrated HNO3; and H,SO, aque-
ous particles to form ice as well as crystalline acid
hydrates such as H,SO,4:4H,0 (sulfuric acid tetrahy-
drate, SAT) or HNO3-3H,0 (nitric acid trihydrate,
NAT).

Atmospheric particles, especially those near the
Earth’s surface, are traditionally divided into cat-
egories based upon their sources,* including anthro-
pogenic sulfates and nitrates, sea salts, secondary
organics, soot, biogenic organics, those derived from
biomass burning, and mineral dusts. Recent mea-
surements of the chemical composition of single
particles with mass spectrometric techniques strongly
support the view that individual particles often
contain several chemical classes due to atmospheric
physical mixing and chemical processing. Some par-
ticles are likely to undergo phase changes with cycles
of relative humidity (e.g., sea salts and partially
neutralized nitrates and sulfates), some likely show
a hygroscopic response without deliquescence (e.g.,
sulfates and oxygenated organics), and some likely
exhibit only surfaces changes (i.e., reversible water
adsorption) with altered relative humidity (e.g.,
freshly entrained soot and mineral dust particles).

The phase of atmospheric particles affects their
physical, chemical, and optical properties. For ex-
ample, when the dry salt constituents of a particle
uptake water to form an aqueous particle, the diam-
eter increases severalfold (see cover art). These larger
particles scatter visible wavelength light much more
efficiently. The hygroscopic response of atmospheric
particles is responsible for reduced visibility associ-
ated with smog. Organic particles may also be
hygroscopic. For example, biogenic hazes are often
observed in the Blue Ridge Mountains. In addition
to the effects of relative humidity, particles also
change phase with temperature. In cold updrafts
present in cloud formation, ice particles form in
vapor-supersaturated environments (i.e., RHie >
100%). As a consequence, they usually grow to be
large (>100 um), and this physical property leads to
rapid sedimentation. The phenomenon is easily ob-
served by the naked eye as the wisps falling from
cirrus clouds. Satellite images and balloon sondes
also demonstrate dehydration in the polar strato-
spheric regions arising from the sedimentation of ice
polar stratospheric clouds (PSCs).

Beyond their physical and optical effects, atmo-
spheric aerosols also provide the milieu for many
important chemical transformations. For example,
multiphase sulfate chemistry in aqueous particles
proceeds by the partitioning of SO»(g) to the aqueous
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phase followed by oxidation to SO4?~(aq). Aqueous
phase oxidation is believed responsible for the acidi-
fication of rain in most regions of the world. However,
a phase transition to a crystalline particle removes
this oxidation pathway. Another example is N,Os
hydrolysis, which proceeds rapidly on aqueous
(NH,4)2S0, particles but only slowly on (NH4)2SO4(s).
The various hydrates of polar stratospheric clouds
also promote key transformation reactions for chlo-
rine activation such as CIONO, hydrolysis. The
efficiencies of the hydrates and their supercooled
aqueous precursors strongly differ.

Before 1985, most work on the phase of atmo-
spheric aerosol was in connection to ice formation in
mixed phase clouds and air visibility in the boundary
layer. At high relative humidity, those boundary
layer particles composed of electrolytes are aqueous
and relatively large due to their water content. As a
result, they scatter light efficiently. At decreasing
relative humidity, they effloresce to form smaller,
solid particles that do not scatter light as effectively.
Understanding the cycling between these phases is
a key to air visibility. In the lower troposphere, clouds
between 0 and —40 °C are typically mixed phase with
a fraction of supercooled aqueous particles and a
fraction of ice particles, which initially form by
primary production involving heterogeneous nuclei
and then sometimes multiply by secondary ice pro-
duction mechanisms such as fragmentation. There
are important consequences for cloud development
and lightning.

After 1985, earnest work began on understanding
the low-temperature (<200 K) phase transitions of
sulfuric and nitric acid particles in connection to polar
stratospheric cloud formation. The focus has been
primarily on predicting aerosol phase because im-
portant heterogeneous reactions involved in ozone
depletion are believed to depend critically on aerosol
phase. In addition to liquid versus solid particles, a
host of crystalline solids are possible including ice,
sulfuric acid tetrahydrate, nitric acid trihydrate, and
nitric acid dihydrate among others. Post-1997, work
began on aerosols characteristic of the upper tropo-
sphere, especially as related to cirrus cloud formation.
Upper tropospheric processes are set apart from mid-
tropospheric cloud formation due to the cooler tem-
peratures (below —40 °C) and associated diminished
absolute water contents. In the upper troposphere,
ice formation begins with haze particles (i.e., con-
centrated aqueous droplets) below —40 °C, whereas
warmer mid-tropospheric mixed-phase clouds are
characterized by the formation of ice by heteroge-
neous nucleation (i.e., ice nuclei) contained in a few
highly dilute aqueous droplets.

Cirrus clouds are important both for global radia-
tive transfer calculations and possibly for upper
atmospheric heterogeneous chemistry. A surprising
amount of ammonia and nitric acid is present in the
upper troposphere. Understanding cirrus cloud for-
mation then requires investigations of the phase
transitions of partially neutralized sulfuric/nitric acid
particles. In contrast, the bulk of laboratory research
to date has focused primarily on the homogeneous
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nucleation of ice in sulfate particles. Most recently,
the likely role of various heterogeneous nuclei in
promoting phase transitions has been recognized
from field measurements, and laboratory work has
been initiated.

To set the context for understanding phase transi-
tions in the atmosphere, it is helpful to review briefly
the range of temperatures and chemical activities
(i.e., partial pressures) of water and other gases in
the compartments of the atmosphere. In the lower
stratosphere, temperatures range from 210 to 240 K,
H,O partial pressure is relatively constant around 5
ppmv at 50 mbar total pressure, and HNO; partial
pressure varies from 5 to 20 ppbv. The aerosol is
composed of 50 nm concentrated sulfuric acid par-
ticles with a total condensed phase sulfate mass
loading equivalent to 0.5 ppbv vapor. In the polar
winter, temperatures as low as 185 K are common.
As a consequence, gas-phase H,O and HNO; con-
dense by Henry's law partitioning into the back-
ground aqueous H,SO, particles. Due to extensive
dilution, the particle diameters increase 10-fold, and
the resulting composition is principally HNO3s/H,O
with trace H,SO,.

In the upper troposphere (ca. 200 mbar total
pressure), temperatures of 205—230 K are common.
Water relative humidity lies between 10% and the
approximate limit imposed by the vapor pressure of
ice. In some regions of the highest altitudes of the
upper troposphere however, relative humidity with
respect to ice appears regularly to reach values as
high as 150%.4>* In comparison, the lower strato-
sphere is desiccated. HNO3 in the upper troposphere
(1—300 pptv) partitions into the aerosol at the lower
end of the temperature range in enough mass to
perturb appreciably the aqueous aerosol composition.
The background tropospheric aerosol consists of
sulfate-bearing particles in the size range of 10—1000
nm. The particles are partially to fully neutralized
by NH3; and often contain nitrates. These accumula-
tion mode aerosols sometimes also contain small
molecular weight oxygenated organic molecules and
other larger carbonaceous molecules. The occasional
particle (say 1 in 1000) contains a mineral dust
component, which could be critical to ice nucleation
and cirrus cloud formation. Overall, there is a much
greater heterogeneity among aerosol types in the
upper troposphere as compared to the stratosphere.

Even more variability occurs in the atmospheric
boundary layer. Common conditions include temper-
atures from 275 to 305 K and water relative humidi-
ties from 10 to 100%. Many gases partition into
particles, including NH; and HNO3; among others,
and the range of concentrations varies greatly from
marine to urban to remote continental environments.
The interested reader is referred to ref 1. The size
distribution of boundary layer aerosol is trimodal
containing a nucleation mode (diameter under 10
nm), an accumulation mode (ca. 100—500 nm mode
size), and a coarse mode (supermicron). Total mass
loadings vary between 1 and 10 ug m~2 in remote
regions and between 10 and 100 ug m~3 in polluted
areas. Within each size mode, there is significant
chemical variability from particle to particle. The
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interested reader is again referred to ref 1 for details
on the physicochemical heterogeneities of particles
in the atmospheric boundary layer.

B. Subject Material

This review is a comprehensive account with
respect to laboratory work in the atmospheric sci-
ences on the phase transitions of (1) deliquescence
and efflorescence of salts with changes in relative
humidity, (2) ice formation under conditions of the
upper troposphere, and (3) ice and other solid hydrate
formation under conditions of the polar stratosphere.
The bulk of this body of work has been accomplished
in the last 20 years. This review is informative but
not comprehensive on the laboratory work concerning
ice formation mechanisms characteristic of mixed-
phase clouds in the mid-troposphere, which has an
extensive history of more than 100 years. In these
clouds, primary ice production is believed to occur by
heterogeneous nucleation in dilute aqueous droplets.
References to more comprehensive accounts of that
literature are provided in several places in this
review.>8

There is rapid development in the science of the
phase transitions of atmospheric chemistry as well
as a growing recognition of the importance of the
condensed phase for diverse atmospheric problems.
Laboratory work on cirrus and PSC cloud formation
at low temperatures and salt crystallization at low
relative humidities include 8 publications in 1999,°16
19 in 1997-1998,7-35 14 in 1995—1996,%74° 18 in
1993—1994,50-66 gand 18 between 1977 and 1993.67-84
Earlier work on salt crystallization is found in refs
85—88. In addition, there have been numerous papers
describing field and modeling studies. The emphasis
in this review is to cover principles, which will remain
applicable even with new research, and to apply those
principles in the context of contemporary relevant
systems. Both the thermodynamics of phase equilib-
ria and the kinetics of phase nucleation (homoge-
neous and heterogeneous) are discussed. The empha-
sis, however, is on kinetics.

This review is necessarily limited in scope. Gas-
to-solid new organic particle formation will not be
studied.* Other gas-to-solid transitions are not usu-
ally important in atmospheric chemistry: water
condenses on preexisting cloud condensation nuclei
in a gas-plus-solid to liquid transformation.? Above
100% RH, cloud droplets form followed by precipita-
tion and/or evaporation. Transport and dynamics are
believed to be more important than chemistry in
cloud development. These processes are discussed in
ref 2. For the most part, processes discussed in this
review occur below 100% RH with respect to liquid
water. New particle production in the troposphere
from gas-to-liquid conversion is an active area of
research but is not covered in this review.8992 Mass
transfer aspects are not discussed in detail. These
processes can be particularly important and even
dominant in cloud formation.®® The occurrence and
possibly important effects of organic molecules on the
hygroscopic response of atmospheric particles is not
discussed.®*~°" The purpose of this review is to
emphasize the chemistry of phase transitions in
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concentrated aqueous salt particles pertinent to the
atmosphere.

Although no textbook exists with examples of phase
transitions chosen from atmospheric chemistry, ex-
cellent texts on the principles of phase transitions
are found in the disciplines of materials science,®
chemical engineering,%1%° chemistry,'°* ceramics,%?
and geology.1®® Recently, electronic resources have
also become available.041% A history of short sum-
maries on developing theories of polar stratospheric
clouds exists in refs 61 and 106—110. In a recent
review, techniques are described for the thermody-
namic modeling of aqueous solutions and associated
equilibrium solid phases at temperatures and with
electrolyte systems relevant to the atmosphere.’'* An
excellent introduction to the properties of supercooled
aqueous solutions is provided in a chapter by Franks
(ca. 1982).5 Recent chapters discussing atmospheric
phase transitions appear in refs 4, 6, and 112—117
while earlier documents can be found in refs 81, 85—
88, and 118—120. General references for atmospheric
chemistry include refs 1, 2, 121, and 122; general
references for aerosol physics include refs 123—125.

C. Organization

This review is organized into sections on thermo-
dynamics, phase diagrams, kinetics, microphysical
models, field measurements, outlook, and two ap-
pendices. In the section on thermodynamics, the
chemical potential («) is introduced as the master
variable determining which of several possible spatial
and chemical arrangements (i.e., phases) is most
favored by nature under specific temperature and
relative humidity conditions. Appendices A and B
describe how to employ Pitzer models of concentrated
electrolytes accessible through the worldwide web to
complete energy calculations of common atmospheric
chemical systems. The definitions of phase transi-
tions processes (including freezing, melting, dissolu-
tion, precipitation, crystallization, sublimation, deli-
quescence, or efflorescence) are provided.

The section on phase diagrams covers the inter-
pretation of two-component and higher phase dia-
grams, including the concepts of liquidus and solidus
regions, tie lines, the lever rule, invariant points (viz.,
eutectic, peritectic, eutonic, and peritonic points),
incongruent and congruent melting, and the Gibbs
phase rule. Relevant phase diagrams of many atmo-
spheric systems are chosen as examples to elucidate
concepts. The most commonly employed axes coor-
dinates are temperature and mole fraction, but
several other important representations are shown
(e.g., molality, relative humidity, weight percent,
water partial pressure, and ice or water saturation
ratio). Process changes along test tube trajectories
as compared to idealized atmospheric trajectories are
discussed. The distinction is made between interior
and surface phases of particles, and the special role
of water is discussed for the restructuring of surface
regions of hygroscopic salts at relative humidities
well below deliquescence.

The section on kinetics discusses the rates at which
a metastable phase converts to a lower energy phase.
Rates of phase changes often depend on the struc-

Martin

tural and chemical changes accompanying the phase
transition. The useful classifications of phase transi-
tions (including first-order, second-order, reconstruc-
tive, displacive, and order—disorder) are introduced.
Premonitory behavior, spinodal decomposition, and
critical germ formation are discussed. Examples of
hysteresis and supercooling in atmospheric chemical
systems are provided, and the laboratory work on
homogeneous and heterogeneous nucleation in this
area is comprehensively reviewed. End points in
laboratory work are often expressed as freezing
temperatures, minimum RH before efflorescence,
critical saturation ratio, or critical supercooling.
However, the most versatile expression of homoge-
neous nucleation results is data reduction into terms
of the volume homogeneous nucleation rate, J. With
regard to heterogeneous nucleation, the differences
between stochastic and singular hypotheses and their
implications are discussed. Finally, in this section
critical differences are pointed out between an ideal-
ized trajectory of aqueous composition and an atmo-
spheric trajectory, which often are not the same due
to mass transfer effects.

The section on microphysical models discusses
approaches to including nucleation kinetics in inte-
grated models of atmospheric processes (e.g., cloud
development). The principal approach is to reduce
laboratory data to J values and then fit the param-
eters of classical nucleation theory to those values.
In this way, J values at conditions relevant to
atmospheric processes (e.g., appropriate cooling rates
and particle sizes) are incorporated into microphysi-
cal models. One very difficult bridge to cross in these
applications is that the bulk of laboratory studies are
on homogeneous nucleation of one-component aque-
ous salts whereas field measurements of single
particles in the atmosphere show that these particles
consist of electrolytes as well as insoluble organic and
inorganic. The inorganic material is probably espe-
cially important as a surface for heterogeneous
nucleation.

In the section concerning field measurements,
several representative campaigns and their results
are reviewed in the context of observing and quan-
tifying phase transitions in four atmospheric regimes,
including the boundary layer, mixed-phase clouds,
upper tropospheric cirrus clouds, and polar strato-
spheric clouds. At the end of the review, an outlook
section is provided on important research needs.

ll. Thermodynamics

A collection of atoms can alternatively arrange as
several types of molecules in several phases (e.g.,
liquid or gas). According to the first and second law
of thermodynamics, we know that nature has a
tendency to choose an arrangement that maximizes
entropy under the constraint of energy conservation.
At constant temperatures and pressures, this ten-
dency is quantified by the Gibbs free energy, G. Each
arrangement of atoms as molecules and phases has
an associated value G, and the favorable direction of
change is to minimize G. These are the relationships
represented on phase diagrams. It is important to
realize that the time scale for movement in the
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Figure 1. (A) Free energy of formation, Gy, of an aqueous
ammonium sulfate solution (solid line) or water vapor and
an ammonium sulfate crystal (dotted line) at 298 K. (B)
Change in free energy for efflorescence (i.e., an agueous
solution changing to a water vapor and salt crystal). The
arrow indicates the mole fraction at which the phase
transition becomes exoergic. Relative humidities (upper
axis) corresponding to the mole fractions (lower axis) are
indicated. The free energies are calculated employing the
methods described in Appendices A and B. (Thermody-
namic values are adjusted slightly to match the known
deliquescence RH of 79.5%.)

direction of favorable change may often be much
longer than an observer is interested in watching,
in which case the change from a state of higher G to
lower G is dubbed kinetically hindered. In phase
transitions, this phenomenon commonly occurs for
systems attempting to go from disordered phases
(e.g., aqueous solution) to ordered phases (e.g., crys-
tals), so that supersaturation and supercooling com-
monly occur. The kinetics of phase changes is the
subject area of nucleation. Contrarily, for all atmo-
spheric systems studied to date, ordered to disordered
processes are not inhibited, and melting and dissolu-
tion readily occur. In these cases, phase diagrams
(i.e., diagrams encapsulating results of free energy
considerations) are useful guides to physical pro-
cesses. In kinetically inhibited transitions, phase
diagrams are still useful tools in that they at least
provide constraints and driving forces on transitions.

Examples of the results of quantitative free energy
calculations are shown in Figures 1 and 2. The details
of how to employ tools available on the web servers
to accomplish these quantitative calculations are
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Figure 2. Chemical potentials, u (lower three panels), of
aqueous sulfate, aqueous ammonium, and water as a
function of mole fraction composition in the binary aqueous
(NH4)2SO4/H,0 system at 298 K. The upper panel shows
the chemical potential of the solid salt (dotted line) and a
virtual salt in equilibrium with the aqueous solution (solid
line). The arrow indicates the mole fraction at which the
phase transition becomes exoergic. Relative humidities
(upper axis) corresponding to the mole fractions (lower axis)
are indicated. The free energies are calculated employing
the methods described in Appendices A and B. (Thermo-
dynamic values are adjusted slightly to match the known
deliguescence RH of 79.5%.)

provided in Appendices A and B. [Free energy
calculations for atmospheric systems have one im-
portant simplification as compared to materials sci-
ence or geology because the total pressure on the
system rarely exceeds 1 atm, except for particles
under 1 um when the curvature induces pressure
(i.e., the Kelvin effect). The effects of total pressure
on nucleation rates of germ formation are also
believed to be small over the domain of atmospheric
systems, e.g., a 100-nm particle experiences 14 atm
of pressure, as calculated by the Laplace equation.
The effect is to reduce the freezing temperature of
water droplets by a fraction of a degree. See Figure
6 of ref 126.] In Figures 1 and 2, ammonium sulfate
and water are considered as arranged either (a) as a
crystal and gaseous water or (b) as an aqueous
solution. State a is denoted as the dashed line in
Figure 1A, and state b is denoted as the solid line.
Two facts are readily seen. First, state a is favored
at low relative humidities. Second, the free energy
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difference between a and b is small as compared to
the absolute magnitude of the free energies, and thus
it is difficult to discern whether a or b is favorable
at high relative humidities. For this reason, the result
of subtracting the free energies is shown in Figure
1B. The solid line in Figure 1B shows the driving
force for an aqueous solution to form gaseous water
and a crystal. Above 79.5% RH, the proposed reaction
is endoergic, so an aqueous state is favorable whereas
below 79.5% RH, the proposed process is exoergic and
the crystalline state surrounding by gaseous water
is favorable. There is thus a driving force for ef-
florescence for an aqueous solution below 79.5% RH.

An alternative approach to the thermodynamics of
a system is provided by the chemical potential, as
shown in Figure 2. A chemical potential of species i,
ui, 1s (3G/an;j)rp. As discussed in Appendix B, if a
crystal of (NH4)2SO4(s) is in equilibrium with an
aqueous solution, then the chemical potential of the
crystal is the sum of chemical potentials of the
constituent aqueous ions. In this context, one can
imagine a crystal in equilibrium with any agueous
system, and the chemical potential of this virtual
crystal is prescribed by the aqueous constituents. In
reality, the chemical potential of a pure crystal is
fixed, so it is favorable for the crystal to uptake water
and dissolve if the chemical potential of the virtual
crystal is smaller than that of the pure crystal. As
shown in Figure 2 (top), this condition is satisfied at
79.5% RH at 298 K. Useful thermodynamic quanti-
ties for free energy calculations of other electrolytes
common in atmospheric particles and at other tem-
peratures are provided in Table 1.

Common processes describing a change from one
or more physical state to another have been given
special names such as freezing, melting, dissolution,
precipitation, crystallization, sublimation, deliques-
cence, or efflorescence. The concepts overlap to some
extent, and authors have specific, particular usages.
However, the following definitions and usage context
are often applicable. Deliquescence and efflorescence
specifically involve water vapor. When a crystalline
material uptakes gas-phase water to form an aqueous
solution, deliquescence occurs. This understanding
is evidently part of a broader concept of dissolution.
Deliquescence should not be confused with hygro-
scopic growth, which is the condensation of water
vapor into an aqueous solution as relative humidity
increases. The distinction is seen clearly for
NacCl(s). At 75% RH (298 K), NaCl(s) changes entirely
to NaCl(ag), which is deliquescence. Further in-
creases in relative humidity dilute the concentration
of NaCl(aq) by water condensation, which is hygro-
scopic growth. For an atmospheric particle of fixed
salt content, the diameter of the particle responds to
changes in water content. The precise distinction
between deliquescence and hygroscopic growth is
given in the discontinuity and continuity, respec-
tively, of dD/d(RH) for the NaCl example. This
distinction also holds for multicomponent systems
(e.g., NaCIl/KCI/H20).

Efflorescence is the reverse of deliquescence. As
relative humidity decreases over an aqueous solution,
water evaporates continuously until the highly con-
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Table 1. Thermodynamic Properties of Species
Common to Atmospheric Particles at 298.15 K63127-129a

AGP (kdJ  AHp (kJ Cr° (J
species mol~1) mol—1) mol~1 K1)

NacCl(s) —384.138 —411.153 50.50
NaNOs(s) —367.00 —467.85 92.88
NaHSO4(s) -992.8  —11255 85b
NazS0a4(s) —1270.06 —1387.08 128.20
NH4CI(s) —202.87 —314.43 84.1
NH4NO3(s) —183.87 —365.57 139.3
NH4HSO4(s) —823P —1026.96 127.5b
(NH4)2S04(s) —901.67 —1180.85 187.49
(NH4)3H(SO4)2(S) —2207° —1730° 315P
H*(aq) 0 0 0
Na*(aq) —261.905 —240.12 46.4
NHs"(aq) —79.31 —132.51 79.9
NO3;~(aq) —108.74 —205.0 —86.6
Cl-(aq) —131.228 —167.159 —136.4
SO42~(aq) —744.53 —909.27 —293.0
HSO. (aq) —755.91 —887.34 —84.0
HCI(g) —-95.299  —92.307 29.12
HNO3(g) —74.72  —135.06 53.35
NH3(g) —16.45 —46.11 35.06
H20(1) —237.13 —285.83 75.29
H»0(g) —22857  —241.82 33.58
H,0(s) at 273.15 K —241.29 —293.72 37.66
H2S04-H20(s) at 220 K 8.39
H2S04-2H,0(s) at 220 K —2.48
H2S04-3H20(s) at 220 K —8.81
H2804'4H20(S) at 220 K —14.83
H2S04-6.5H,0(s) at 220 K —23.28
HNO3-H,0(s) at 230 K 21.99
HNO3-2H,0(s) at 230 K —64.04
HNO3-3H,0(s) at 230 K —8.69
HCI-3H,0(s) at 220 K 1.36

2 The described state for the aqueous ions is 1 m. The free
energy of formation for all species is with respect to the
elements at 298.15 K, except for the low-temperature acid
hydates. The free energy of formation for these hydrates is
with respect to the low-temperature 1 m aqueous ions, except
NAD for which 1 atm gases at low temperatures is the initial
state. An extensive table of values relevant to aqueous species
is found in Stumm and Morgan.!3® P These values are esti-
mated as explained in ref 128.

centrated electrolyte spontaneously crystallizes with
the accompanying release of all remaining water to
the gas-phase. Efflorescence is a specific process in
the more encompassing concept of crystallization.
Efflorescence and deliquescence are usually employed
in the context of the cycling of relative humidity at a
fixed temperature.

For cycles in temperature, the terms freezing,
melting, precipitation, and dissolution are usually
employed for changes in state between liquid and
solid phases. Any alterations in the gas phase are
often not considered. The term freezing is generally
reserved for ice or hydrate formation (e.g., SAT) from
an aqueous solution, while the term precipitation is
often employed for crystallization from aqueous salt
solutions as temperature falls, e.g., NaCl or
(NH,4)2S0O,4. The terms melting and dissolution are
employed as conjugates to the terms freezing and
precipitation, respectively, for processes occurring
during warming.

Processes specifically referring to the gas-phase
exchange include sublimation, reverse sublimation,
condensation, and evaporation. The last two terms
are preferably reserved for gas/liquid exchange,
whereas sublimation refers to gas/solid exchange.
The terms are applied equally for both cycles in vapor
pressure and in temperature. Beyond these several
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terms referring to specific processes, many phase
transition processes are not classified by specific
terms. For these cases, general terms such as crys-
tallization or solid—solid transition are often em-
ployed.

lll. Phase Diagrams

A diagram depicting the thermodynamically favor-
able phases under variable conditions is called a
phase diagram. Variable conditions often include
component compositions, temperature, or vapor pres-
sures. The coordinates of the phase diagram map the
space of possible or relevant conditions. Each point
in the diagram thus corresponds to one set of condi-
tions. At each point, the arrangement of atoms in
several configurations (e.g., phases) can be consid-
ered, and one arrangement yields a minimum in free
energy. This phase is noted on the diagram at the
one specific coordinate. This process is then general-
ized to create regions in the phase diagram possess-
ing the property of a common phase. Depending on
the complexity of a problem, representations of phase
diagrams of 1—4 coordinates formally exist, although
two- and three-coordinate systems are most common
in atmospheric chemistry.

Examples of phase diagrams relevant to atmo-
spheric chemistry and associated concepts are shown
in Figures 3—18. Many representations (i.e., choice
of axes) are possible, and one common form is shown
in Figure 3 for binary systems. The ordinate is
temperature, and the abscissa is composition. Gray
regions indicate where crystal forms are thermody-
namically favorable. For example, if a test tube
containing 0.1 mol fraction of HNO; at 300 K is
cooled, ice saturation is obtained near 244 K. A cooled
test tube containing 0.2 mol fraction of HNOj; obtains
unity saturation with respect to NAT at 251.5 K. A
white region showing where aqueous solutions are
favorable compared to solids is termed the liquidus.

Figure 3 reveals a number of interesting features
in atmospheric systems. The acids HNOs, H,SO,4, and
HCI form an array of hydrates, as does NacCl.
NH4NO;3; exhibits several solid—solid-phase transi-
tions when warmed, labeled I—1V. Each solid has the
stoichiometry NH;NOg3, but the atoms are arranged
in different crystal structures. These related solids
are termed polymorphs or modifications. (NH,).SO,
exhibits an interesting set of polymorphs as a high-
temperature paraelectric crystal (labeled a-) and a
low-temperature ferroelectric crystal (labeled g-).
Polymorphism is also seen for (NH;)sH(SO,), (letov-
icite). Another interesting feature is shown in
NH;sHSO4/H,0 at 298 K. As expected in this chemical
system, an aqueous solution with a low mole fraction
composition equilibrates with a high water relative
humidity (i.e., Raoult’s law). However, reducing rela-
tive humidity leads to the evaporation of water, and
the associated enrichment of the electrolyte until
saturation is obtained with respect to a crystalline
phase. Interestingly, at 298 K, the aqueous solution
first reaches saturation with letovicite rather than
ammonium bisulfate. However, at warmer temper-
atures (>301 K), the system first saturates with
respect to the bisulfate.
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A. Chemical Composition Coordinate

There are several common choices for the unit of
the composition axis, including mole fraction, total
ion mole fraction, weight percent composition, and
molality. Examples are shown in Figures 3—7. Each
choice has its benefits and limitations, and as dis-
cussed below, the most informative choice is often
mole fraction. The scientifically most judicious choice
is probably total ion mole fraction because these are
natural units for application of Raoult's law. An
example is shown in Figure 4. The disadvantage is
that the determination of the total ion mole fraction
is not easy when incomplete dissociation of electro-
lytes occurs, e.g., the presence of H*, SO,2~, and
HSO, . Direct measurements of speciation or estima-
tion by reference to a physical model of aqueous
solutions is then necessary. Figure 4 was constructed
by employing the model of Clegg et al.*** From Figure
4, it is apparent that on an ion per ion basis, solutions
of sulfuric acid yield greater freezing point depres-
sions than ammonium bisulfate or sulfate in the
order: H,SO4(aq) > NH4HSO4(aq) > (NH4).SO4(aq).
Unlike total ion mole fraction, solute mole fraction,
weight percent, and molality are easily calculated.

The main benefit of the mole fraction unit is the
comparison of chemically related solutes, as revealed
in Figure 5. In the atmosphere, H,SO4(aq) particles
can be wholly or partially neutralized by exposure
to NH3(g). The net effect is a change in the chemical
identity of the solute without a change in its mole
fraction composition (omitting differences in hygro-
scopicity and thus composition at a fixed atmospheric
relative humidity). Figure 5 shows the change in the
liquidus region as neutralization proceeds from z =
0 to z = 2 in (NH4)H2-,SO,4. Neutralized solutions
achieve saturation at warmer temperatures and
smaller mole fractions. In addition, the favorable
crystal at higher mole fractions changes in sequence
from SAT to THD to AS.

In literature, the most common unit employed by
laboratory atmospheric chemists is weight percent.
An example is shown in Figure 6. Weight percent is
easy to calculate because mass fractions of solute and
solvent are easily assayed on a balance. Beyond this
utility, weight percent offers no benefits. Molality is
a favored unit because it is the natural unit for
freezing point depression. Electrolytes often exhibit
ice freezing point depressions that are proportional
to molality:14°

oT = Kf msolute (1)

where 0T is the ice freezing point depression, Ks is
the cryoscopic constant, and meue iS the solute
molality. Similar to mole fraction, molality also
exhibits the useful property that its value is constant
when chemical composition changes as by NHz(g)
uptake to neutralize H,SO4(aq). Alas, molality suffers
the property of having no termination value and a
limiting value of infinity as the electrolyte concen-
trates. For this reason, the abscissa in Figure 7 does
not terminate but is extended by an arrow. Compari-
son of Figures 3 and 7 shows that molality skews the
appearance of phase diagrams to favor concentrated
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Figure 3. Liquidus phase diagrams of common atmospheric electrolytes in the coordinates of temperature and mole fraction. Solid lines
show equilibrium between aqueous solutions and crystalline phases. Gray areas indicate regions where aqueous solutions are supersaturated
with respect to a solid phase. Dashed lines show aqueous compositions metastable to one solid but in equilibrium with another. Abbreviations
are as follows: AHS, NH4sHSO4; AN, NH4NO3; AS, (NH4)2S04; NAD, HNO3:2H,0; NAM, HNO3-H,0; NAT, HNO3-3H,0; SAD, H,SO4-
2H,0; SAH, H2S04+6.5H,0; SAM, H2S04-H20; SAT, H,S04-4H,0; SATr, H2SO4-3H20; and THD, (NH4)3H(SO4),. Data sources are as
follows: HNOg/HzO,GS']’:;:l H2504/H20,132 HC|/H20,:L33 NH4HSO4/H20,14'34'135 NaCVHzO,l36 (NH4)3H(SO4)2/H20,134'135 NH4NO3/H20,137 and
(NH4)2S04/H,0.138.139 The solute mole fraction (x) relates to molality (m) and weight percent (w) as follows: m = 1000x/(18(1 — x)) and
w = 100Myx/(18 + (Myw — 18)x) where M, is the molecular weight of the solute.
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Figure 4. Ice liquidus curves in the ternary (NH4),SO4/
H,SO4/H,O system for the compositions H,SO4(aq),
NH;HSO,(aq), and (NH,),SO4(aq). The abscissa is the total
ion mole fraction (i.e., 1 — Xu,0) as calculated from the
model of Clegg et al.’3* Except for Figure 4, mole fraction
always refers to the undissociated solute mole fraction (as
defined in Figure 3) throughout this paper.
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Figure 5. Dependence of the liquidus curve in the system

(NH4)2S0O4/H,S04/H,O0 on the ammonia content,
(NHy4),H>-,S0O4, where z varies from 0 to 2 and is denoted
on several curves in the figure. The liquidus curve occurs
at lower temperatures with increasing acid content. The
equilibrium solid phases are denoted, viz. ice, AS, THD,
SAH, SAT, and SATr. An aqueous solution having z = 0,
1, 1.5, or 2 is metastable to at least one solid if its
temperature—mole fraction coordinate lies in a shaded
region.

electrolytes. For these reasons, one purpose of this
review is to argue that laboratory and modeling
scientists working in the field of phase transitions
should adopt solute mole fraction as their unit of
choice.

B. Experimental Determination

The accurate determination of a phase diagram
requires careful experimental work. Good compila-
tions for classical work on many systems are provided
in refs 141—-143. However, systems of atmospheric
interest are often at temperatures colder than re-
ported in compiled work. For this reason, recent
experimental work on the NH,HSO4/H,0 system was
completed.t?1416 Other work on HNO3/H,0,144.145
H,S04/H,0,5 and H,SO,/HNO3/H,0¢ was carried
out in the past decade to supplement existing infor-
mation. Despite careful work, important discrepan-
cies remain in the phase diagrams. For example,
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Figure 6. Aqueous sulfuric acid phase diagram repre-
sented in the coordinates of temperature and weight
percent composition. The gray regions indicate that an
agueous solution is supersaturated with respect to a solid
phase.
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Figure 7. Aqueous sulfuric acid phase diagram repre-
sented in the coordinates of temperature and molality. The
gray regions indicate that an aqueous solution is super-
saturated with respect to a solid phase. The concentration

axis is truncuated at 50 m because pure H,SO, is infinite
molal.

although the binary system H,SO,/H,O has been
intensively studied, Figure 8 shows several unre-
solved basic discrepancies between two seminal
works by Hulsmann and Biltz'*” and Gable et al.13?
The black regions show that Hulsmann and Biltz
report the formation of sulfuric acid octahydrate and
do not observe sulfuric acid trihydrate, while Gable
et al. report the formation of sulfuric acid hemi-
hexahydrate instead of the octahydrate. To some
extent, Hornung et al.*?® reconcile these differences
through careful experiments that focus on this dis-
crepancy and report the occurrence of both the
hemihexahydrate and the octahydrate in the equi-
librium phase diagram. The crystal structures of
these two hydrates are provided by Mootz and
Merschenz-Quack.*?® Accurate phase diagrams are
difficult to determine both because careful temper-
ature and composition measurements are necessary
and because nucleation of the most thermodynami-
cally stable phases often fails to occur readily.

C. Alternative Representations

Besides temperature—composition, there are other
useful representations of phase diagrams, especially
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Figure 8. Aqueous sulfuric acid phase diagram from
Gable et al.?32 (solid lines) as compared to Hulsmann. and
Biltz (dashed lines).*4” The differences between the two
liquidus curves are shown in black. Gable et al. report
crystallization of H,S0,4:6.5H,0 (SAH) and H,SO,4-3H,0
(SATr) whereas Hulsman and Blitz do not obtain SATr and
obtain H,S0O4:8H,0 (SAO) and H,S0O,4-6H,0 (SAHe) in the
vicinity of SAH. Accurate phase diagrams require extensive
laboratory work and even then discrepancies among work-
ers often remain.
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Figure 9. Aqueous sulfuric acid phase diagram repre-
sented in the coordinates of relative humidity with respect
to water and temperature. The gray regions indicate that
an aqueous droplet is supersaturated with respect to a solid
phase, including ice (— —), SAH (- - -), and SAT (— - —). The
thin solid lines show the mole fraction composition of an
aqueous droplet equilibrated with water vapor and tem-
perature. Measurements of the coordinate quantities are
obtained within air parcels by aircraft and balloons at high
temporal and spatial resolution. Remote sensing of RH,,
and temperature are also sometimes possible from satellite-
based images, though usually at lower temporal and spatial
resolutions. In the atmosphere, changes in RH,, and
temperature are sometimes rapid enough (e.g., updrafts
in cirrus or polar stratospheric cloud formation) that
aqueous droplet composition does not maintain equilibrium
with the gases.

in the atmospheric sciences. Examples are shown in
Figures 9 and 10. In Figure 9, relative humidity with
respect to water is the ordinate, and temperature is
the abscissa. The liquidus region of aqueous sulfuric
acid is again shown as the white area, and regions
supersaturated with respect to one or more solids are
gray. An air parcel at 260 K and 20% RH may
experience increasing relative humidity, correspond-
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Figure 10. Aqueous sulfuric acid phase diagram repre-
sented in coordinates of log pressure and inverse temper-
ature (Clausius—Clapeyron plot). The solid lines show the
water vapor pressure of aqueous sulfuric acid solutions for
concentrations ranging from 0 to 0.30 mol fraction. The
gray regions indicate supersaturation with respect to
several solids, including ice (— —), SAH (- --), and SAT
(— - —). The near edge of the black region is liquid water.

ing to a vertical move at 260 K to higher relative
humidities. At 88% RH, aqueous particles reach unity
saturation with respect to ice. The representation in
Figure 9 is particularly favored by atmospheric
scientists conducting field measurements because
airborne platforms are usually equipped to measure
RH and temperature.*48-150 With this information
and the diagram in Figure 9 as well as knowledge
that the particle composition is H,SO4,/H,0, one
knows if aqueous particles are thermodynamically
favored.

Another useful representation of the phase dia-
gram is the Clausius—Clapeyron plot, log Pn,o plotted
against inverse temperature. For a system at con-
stant composition (e.g., a beaker of sulfuric acid in
the lab), the Clausius—Clapeyron equation# holds
when

P(D__ AH (1 1
%010 =~ 2303R(T @

ref,

where P(T) is the water vapor pressure at tempera-
ture T, P is the water vapor pressure at the
reference temperature T, and AH is the enthalpy
of condensation for gaseous water and sulfuric acid
to form an aqueous solution. Equation 2 can be
written as follows:

log,, P(T) =
AH 1 AH 1
2303RT + 2.303R T et + IOglo Pret 3

A log Pu,0 plotted against inverse temperature is
then linear, and the slope yields AH for a particular
concentration of an aqueous solution. This result is
shown in Figure 10 for H,SO4/H>O mole fractions
from 0O to 0.30.

Also shown in Figure 10 are the regions in gray
where aqueous solutions are supersaturated with
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respect to ice, SAH, and SAT. Of particular interest,
as an atmospheric aqueous particle cools at constant
log Pn,o, its composition adjusts (i.e., dilutes) to
maintain the same vapor pressure at colder temper-
atures. In Figure 10, this is a horizontal movement
from low to high inverse temperature. For log Pu,0
= —4.3, an aqueous particle reaches saturation with
respect to SAT at 4.11 inverse temperature and 0.22
mol fraction composition. SAT also is in equilibrium
at the same vapor pressure with 0.14 mol fraction
agueous composition at 4.32 inverse temperature.
Thus, according to the thermodynamic description,
an aqueous particle cooling would first form SAT at
4.11 inverse temperature and then melt to again form
an aqueous solution at 4.32 inverse temperature. The
implication is that SAT is “water-poor” and “water-
rich” at these temperature extrema,®® meaning that
the composition is slightly altered from a stoichio-
metric solid to H,SO4+(4 + X)H,0, where X is positive
for water-rich and negative for water-poor. The value
[x| is undoubtedly small and may be difficult to
measure by conventional means.'>* Even so, the
concept of impure phases is important in phase
transitions, and chemical potentials of the constitu-
ents (viz. u(S04?7), u(H"), and u(H20)) in the water-
poor hydrate are not equal to those in the water-rich
hydrate. In the two cases, the chemical potentials are
respectively equal to those in the concentrated and
dilute aqueous solutions on the two branches of the
liquidus curve. Similarly, water-rich and water-poor
hydrates also exist for HNO3z; and HCI.112152 |ce in
equilibrium with aqueous acid solutions is slightly
impure, and measurements have been carried out for
HCI showing up to 6.2 x 10~® mol fraction contami-
nation at the eutectic (vide infra) between ice and
the hexahydrate and for HNO; of up to 7.4 x 1077
mol fraction at the eutectic of ice and the trihydrate
(Figure 3).1%31%* The possible incorporation of acids
into and on ice PSCs is discussed in ref 429.

Quite commonly, the utility of a phase diagram is
enhanced by plotting additional information, as
shown in Figures 11—13. For example, at constant
temperature each composition of H,SO./H,0 has a
unique water vapor pressure. In log;o units (atm),
these vapor pressures are shown as contours in
Figure 11. A decrease of 6—8% Pn,o per degree K is
common. As a result, over the atmospheric temper-
ature range, water vapor pressure decreases by up
to 6 orders of magnitude at a fixed composition. In
contrast, at a fixed temperature, water vapor pres-
sure varies only with relative humidity, i.e., at most
by 2 orders of magnitude.

Figure 11 also introduces the important idea of
trajectories. In the laboratory, the water vapor pres-
sure over a test tube of solution can be studied. When
the temperature decreases, the vapor pressure also
decreases so water molecules condense into the
solution. However, for all practical purposes, the
composition of the aqueous solution can be regarded
as unchanged because the number of moles of water
in solution vastly exceeds the number of moles in the
gas phase. In this case, a test tube trajectory for
cooling in Figure 11 can be regarded as a vertical line
of constant composition. In the atmosphere, the
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Figure 11. Contours of constant water vapor pressure

(logio atm) are shown for aqueous sulfuric acid solutions

in temperature—mole fraction coordinates. The gray re-

gions indicate that the aqueous solution is supersaturated

with respect to at least one solid.

opposite condition prevails. Most of the water is in
the gas phase (excluding fogs and clouds), so the
water pressure remains constant while the particle
composition adjusts to obtain a vapor pressure equal
to the partial pressure. For this reason, one of the
contours in Figure 11 represents an idealized atmo-
spheric trajectory. To a good approximation, a rising
air parcel cools adiabatically due to expansion.'®® The
numerical effect of decreased total pressure on the
water partial pressure is only secondary.'3® Then, the
composition of agueous particles in a rising air parcel
dilutes. Given the information of an initial temper-
ature and composition, one can place a point in
Figure 11, and one can estimate the aqueous com-
position at any cooler temperature by following the
contour (absent particle curvature, thermal transfer,
and mass accommodation effects).69.138

The ice saturation ratio of an aqueous solution is
obtained by dividing the water vapor pressure over
the solution by the vapor pressure of ice, as shown
in Figure 12 for H,SO4/H,0 over a range of temper-
atures and compositions. A unity ice saturation ratio
exists along the ice freezing point depression line.
One idealized atmospheric trajectory is shown for log
Pn,0 = —5. The intersection of this trajectory with
unity ice saturation is the ice frost point and occurs
at 213 K. Even though ice becomes thermodynami-
cally stable at that point, the nucleation of ice near
the phase line occurs more slowly than the rate of
changes in the chemical system (i.e., dT/dt and daw,o/
dt) during atmospheric processes, which occur on the
scale of seconds®®®57 to weeks. For this reason, a
warm particle in the liquidus region for log Pu,0 =
=5 is initially concentrated sulfuric acid. When the
air parcel cools, the aqueous particles become satu-
rated with respect to several solids, yet no solid
nucleation occurs. As discussed later (see section 1V,
Kinetics), the ice nucleation rate does not become
comparable to the rate of changes in the chemical
system (i.e., dT/dt and dan,o/dt) in typical atmo-
spheric trajectories until the ice saturation ratio
approaches 1.5. The result is that ice nucleation is
described to occur for S = 1.5. The background lower
stratosphere conditions (215—240 K) are typically
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Figure 12. Contours of constant saturation ratio with
respect to ice are shown for aqueous sulfuric acid solutions
in temperature—mole fraction coordinates. Note that rela-
tive humidity with respect to ice is 100 times the satura-
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ous droplet maintaining vapor equilibrium within an air
parcel having a 213 K ice frost point (Pn,0 = 1075 atm) is
shown. The gray regions indicate that the aqueous solution
is supersaturated with respect to at least one solid.
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Figure 13. Contours of constant water activity over a flat
surface are shown for aqueous sulfuric acid solutions in
temperature—mole fraction coordinates. The gray regions
indicate that the aqueous solution is supersaturated with
respect to at least one solid.

even drier (log Pn,0o = —6.6), and a concentrated
sulfuric acid aerosol called the Junge layer exists
alongside the global ozone layer. At all times, these
agueous aerosols are saturated with respect to one
or more sulfuric acid hydrates, yet nucleation of solids
does not occur.

Similar to the ice saturation ratio, the water
saturation ratio (i.e., water activity) is obtained by
dividing the solution’s water vapor pressure by the
liquid water’s vapor pressure, as shown in Figure 13.
Water activity is equivalent to relative humidity
when the aqueous composition of particles is fully
equilibrated with the vapor phase (i.e., rapid mass
transfer) and the Kelvin effect is negligible (i.e., 1
um diameter). For an ideal solution obeying Raoult’s
law, the water activity lines in Figure 13 would
depend solely on mole fraction composition and would
thus be vertical with respect to temperature. In fact,
sulfuric acid undergoes temperature-dependent dis-
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sociation, favoring SO4%~ at lower temperatures.?®
[Note that the calculations shown in Figure 4B of the
ref 26 are wrong, although the experimental data and
the qualitative trends of Figure 4B are correct.
Download a corrected version at author’s website.]
Thus, the total ion mole fraction is greater at lower
temperatures for the same H,SO, solute mole frac-
tion. Partially for this reason, the slope in Figure 13
is from right-to-left with decreasing temperature. In
addition, sulfuric acid exhibits nonideal behavior. In
the atmosphere, changes in relative humidity in the
atmospheric boundary layer often occur with only
modest changes in temperature. Then, at constant
temperature, a decrease in relative humidity leads
to the evaporation of water from an aqueous sulfuric
acid particle. There are accompanying changes in
particle physicochemical properties, such as size and
light scattering or aqueous concentration and het-
erogeneous chemistry.

D. Equilibrium Phase Changes

Phase diagrams can be powerful tools to quantify
changes in a system accompanying a process, such
as cooling. Several important concepts are illustrated
in Figure 14. The most common representation of a
phase diagram is shown in Figure 14A with each
region labeled. Beginning with a test tube trajectory
with decreasing temperature at point A (i.e., a
vertical drop in temperature at constant mole fraction
composition), a 0.05 mol fraction of aqueous solution
is in the liquidus region (white) until intersecting
with the ice line at point B. Further cooling to point
C indicates that the original liquid system at point
A has now rearranged into ice and aqueous liquid,
with the overall composition remaining constant. By
point D, the system is rearranged into ice and NAT,
again the overall composition remaining constant. In
this analysis, thermodynamic equilibrium is assumed
to be maintained at points A—D.

An immediate question is the fractionation into ice
and liquid or into ice and NAT such that the overall
composition does not change. Figure 14B shows tie
lines in regard to relative amounts of materials. An
aqueous system cools along the 0.22 mol fraction line
into the NAT and aqueous liquid region. The tie lines
shown provide segment lengths A" and B’ at 240 K.
At this temperature, the relative amounts of NAT to
aqueous liquid is the ratio of A’ to B'. The aqueous
phase composition is given by the intersection of
segment A' and the liquidus line. Note that the
composition of NAT is water-rich as indicated by the
bowed dashed line (solidus) although exaggerated in
mole fraction extent for clarity. [Figure 5 of ref 19
provides a visual example of H,SO4,/H,0 particles
supported on a microscope slide as they change from
crystalline to crystalline/aqueous to aqueous during
melting on the ice liquidus line.]

Figure 14B shows several other important con-
cepts. Cooling along the dashed line (0.22 mol frac-
tion) yields a dilute liquid-phase composition at 229.5
K that is saturated with respect to ice. Ice and NAT
both precipitate until no aqueous liquid remains. This
invariant temperature/composition point is called the
eutectic. When a 0.30 mol fraction solution is cooled,
NAT crystallizes and the aqueous solution concen-
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Figure 14. Concepts and labels in phase diagrams of
binary systems shown for aqueous nitric acid. (A) Labeling
emphasizes equilibrium solids. The temperature and over-
all chemical composition of a system specify an {x,y} point
in the diagram. This point falls within one of the labeled
areas indicating the equilibrium solids and liquids present
in the system. For example, a system at 220 K of overall
composition of 0.3 mol fraction contains NAT and NAD
crystals and no liquid. (B) Labeling emphasizes processes
accompanying phase changes. Eutectic and peritectic points,
tie lines, congruent melting, and solidus composition are
discussed in the text.

trates until the peritectic point is reached. At this
point, the aqueous-phase and NAT combine to form
NAD: one liquid and one solid combine to form a
second solid and the same composition liquid, albeit
the liquid phase is at an adjusted total mass fraction
of the entire system as necessary to form the second
solid. In this example, the aqueous liquid is eventu-
ally exhausted, and NAT and NAD crystals remain.
However, if the original solution were 0.35 instead
of 0.30, then the NAT crystals would be exhausted
before the aqueous solution. In this case, the NAD
and aqueous solution would continue to exist until
the eutectic point between NAD and NAM was
obtained. These features and their dependence on
0.30 versus 0.35 overall composition are reflected in
Figure 14A. The formation of a liquid and solid from
a solid is termed incongruent melting and is associ-
ated with a peritectic. Congruent melting refers to a
solid forming a liquid. Other classic processes im-
portant in materials science, geology, and other
disciplines do not have any known examples in
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atmospheric phase transitions, including spinodal
decomposition (demixing), eutectoid, and peritectoid.
[Free energy calculations akin to Figures 1 and 2
show that suggestions in refs 74 and 75 that spinodal
decomposition could occur in (NH4),SO4/H,O and
other electrolyte systems are surely wrong at 298 K.
At lower temperatures, Rasmussen suggests that
spinodal decomposition occurs in ice formation from
aqueous solutions.126:158.159]

E. Ternary and Higher Order Systems

Atmospheric systems often contain several elec-
trolytes. For example, the dominant species in polar
stratospheric clouds are H,SO4/HNO3/H,0. Seawater
salts are roughly 48.7 mol % CI~, 41.7% Na*, 4.7%
Mg?*, 2.5% SO4%, 0.1% Ca?", and 0.1% K'. Gibbs’
Phase Rule provides the number degrees of freedom,
F, in a system containing C components and P phases
aSlGO

F=C—-P+2 4)

Then, for the binary systems (i.e., C = 2) so far
considered, F = 4 — P. When aqueous solution and
gas are present (i.e., P = 2), two degrees of freedom
remain, and a two-dimensional plane sheet of paper
is a convenient medium of expression. Typically, the
degrees of freedom are assigned to temperature and
composition, which become the axes. Immediately
moving to three components, however, three degrees
of freedom are present. Several unique approaches
have been developed over the years to express valu-
able information about multidimensional systems on
two-dimensional sheets of paper, as shown in Figures
15—-17. In Figure 15, temperature is fixed, and the
remaining degrees of freedom are expressed as two
composition axes. In Figure 16, a triangle is employed
to express composition.’® Although there are three
axes, only 2 degrees of freedom are employed because
at all times 1 = Xu,0 + Xn,s0, T Xuno,. The third axis
is merely informational. The trick to Figure 16 is that
an additional axis is temperature and comes out of
the page. In three dimensions, Figure 16 appears as
hills and valleys.*®162 Figure 17 contains five com-
ponents and has 5 degrees of freedom when gas—
liquid are present.’®! Water activity (i.e., relative
humidity) comes out of the page. The remaining 4
degrees of freedom are the vertexes of the square,
and this artifice is possible for this particular system
because of shared ions in the components.

The phase diagram of the ternary system NacCl/
Na,SO4/H,0 at 298 K is shown in Figure 15. The
liquidus region is shown in white, and contours of
constant relative humidity for different aqueous
solution concentrations are shown. For aqueous solu-
tions enriched in NaySO,, the solid decahydrate
Na;SO04-10H,0(s) is thermodynamically preferred to
Na,SO4(s). In the atmosphere, changes in relative
humidity are accompanied by water evaporation or
condensation. However, the ratio of NaCl:Na,SO,
remains constant. In this case, an atmospheric
trajectory is a line of constant slope passing through
the origin, as shown in the figure for the 1:1 composi-
tion. Once the decahydrate begins to form, the
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Figure 15. Representation of a ternary chemical system
shown for the isothermal phase diagram of NaCl/Na,SO,/
H,0 (298 K). Solubility limits of NaCl (1), Na SO, (2), and
Na,S0,4:10H,0 (3) are shown. Contours of constant relative
humidity for aqueous solutions are shown as dashed
lines: The deliquescence points (D) are shown for NaCl(s)
and Na;SO4-10H,0(s) as well as the eutonic point (E)
(sometimes called mutual deliquescence point) of NaClI(s)/
Na,SO,(s) and the peritonic point (P) of Na,SO4(s)/Na,SO,*
10H,0(s). The thin line shows the aqueous composition
trajectory of a 1:1 chemical system as relative humidity
changses. The figure is calculated from the model of Clegg
et al.t34

relative aqueous solution content of Na,SO4(aq)
decreases while enriching in NaCl(aq). Then, the
aqueous composition follows the liquidus line until
81.0% RH. At that point, there is a peritonic transi-
tion. The decahydrate evaporates to form Na,SO4(s)
in equilibrium with the aqueous liquid. Further
decreases in RH are accompanied by additional
crystallization of Na,SO, until 74.3% RH. At that
point, NaCl(s) also crystallizes, and the aqueous
liquid partitions entirely into NaCl(s) and Na;SOu(s).
This point is called the eutonic, at which point the
aqueous composition is in equilibrium with two
solids. It is also the minimum RH required for the
presence of an aqueous phase. Tie lines can also be
drawn in this representation.63

A partial (the included phases are aqueous, ice,
SAT, and NAT) phase diagram for the ternary system
H>SO4/HNO3/H,0 is shown in Figure 16. Tempera-
ture comes out of the page, and the diagram shows
the first solid to crystallize, if thermodynamic equi-
librium is maintained, when an aqueous solution of
a composition indicated by the axes is cooled. Ice,
NAT, and SAT are favored toward the respective
H,0O, HNO3, and H,SO, vertexes. The diagram does
not explicitly show the temperatures at which the
solids form, although the representation can do so
by the addition of temperature contour lines.*** The
lines A—C indicate idealized composition trajectories
of aqueous particles under typical polar stratosphere
conditions during cooling. Explicit temperatures are
again omitted. For most portions of the aqueous
trajectories shown, the aqueous particles are meta-
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Figure 16. Representation of a ternary chemical system
including the dependency on temperature shown in a
triangle representation of H,SO4,/HNO3/H,0. The intersec-
tion of the three dashed lines provides the composition of
an aqueous solution. The diagram is a two-dimensional
projection of a three-dimensional figure. The temperature
axis (z-axis) comes directly out of the page toward the
reader in the direction of increasing temperature. The
shaded regions indicate the first solid to obtain unity
saturation upon cooling the aqueous solution; specific
temperatures are omitted from the diagram. The solids
considered in this example are ice (light gray), sulfuric acid
tetrahydrate (SAT, dark gray), and nitric acid trihydrate
(NAT, white). The lines A—C are the trajectories of the
equilibrium aqueous compositions upon cooling under
typical polar stratospheric conditions: A, 50 mb, 5 ppm
H,0, 0.5 ppb H,SO,4, and 5 ppb HNO3; B,10 ppb HNOg3;
and C, 20 ppb HNOs. The aqueous particles are supercooled
with respect to one or more solids throughout most of the
trajectory (not specifically shown in diagram). (Adapted
with permission from ref 18. Copyright 1998 American
Geophysical Union.)

stable with respect to several solids, including NAT
and SAT. This fact is again not shown explicitly in
this two-dimensional representation, but a three-
dimensional rendering reveals that the aqueous
trajectories pass inside the envelope of unity satura-
tion with respect to the solids.*® Figure 16 thus
provides valuable information, but understanding it
requires the explanation provided in this paragraph
of omitted temperatures and implicit metastability.
The proper understanding of the projection of mul-
tidimensional phase diagrams into two-dimensional
representations quite often requires specific educa-
tion on the system and the representation.
Continental boundary layer aerosols are often
found to be composed predominantly of sulfates in
the eastern half of the United States and of nitrates
in the western half, although on many occasions
mixed sulfates and nitrates are present. In addition,
these acids can be partially to wholly neutralized by
ammonia coming from fertilizers and animal hus-
bandry. The result is a five-component system,
(NH4)2S04/H2SO4/NH4NO3z/HNO3/H,0. Potukuchi and
Wexler have successfully represented this system in
a useful way in two dimensions, as shown in Figure
17.%61 Any agueous composition at 298 K is reduced
to coordinates X and Y. The diagram then shows the
first solid to form upon reducing relative humidity,
according to a thermodynamic description. The au-
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Figure 17. Phase diagram of an isothermal five-compo-
nent chemical system shown for (NH4)>,SO4/H;SO./
NH;NO3z/HNO3/H,0 (298 K). The system is successfully
reduced to a two-dimensional representation by employing
an artifice for the axes that recognizes the ion commonali-
ties of the components. An aqueous solution composed of
a—d moles of (NH4)2804, H>SO,4, NH4NO3, and HNO3,
respectively, contains (2a + c)NH;*, (2b + d — x)H™,
xHSO,;~, (a+ b — x)SO4%~, and (c + d)NO3;~ moles where x
is set by the equilibrium constant for bisulfate formation.
The total number of cations is (2a + 2b + ¢ + d), and the
fraction arising from ammonium is (2a + c)/(2a + 2b + ¢
+ d), which is the X-axis coordinate in the figure. As this
coordinate increases, more (NH,4),SO4 and NH4NO3 are in
solution. Similarly for the Y-axis, the total fraction of the
anions arising from sulfate is (a + b)/(a + b + ¢ + d). As
this coordinate increases to unity, more H,SO, and
(NH,4),SO, are in solution. The solid lines indicate the water
activities of aqueous solutions of the indicated {X,Y}
compositions in equilibrium with the solid phases noted
in the figure. Water activity is visualized as coming out of
the page toward the viewer. The dashed lines show changes
in aqueous phase composition accompanying material
removal by crystallization as relative humidity decreases.
(Adapted with permisson from ref 161. Copyright 1995
Elsevier Science.)

thors added dashed lines to indicate the subsequent
liquid phase composition with reducing relative
humidity as more solid crystallizes (i.e., the liquidus
lines). When the dashed lines intersect the heavy
lines, a second solid precipitates. For continued
reductions in RH, the aqueous composition follows
the heavy lines until an invariant point is reached
with the intersection of a second heavy line. These
invariant points are analogous to eutonic and peri-
tonic in three-component systems: the aqueous solu-
tion may cease to exist by fully crystallizing into two
or more solids, or alternatively, one crystal may
disappear entirely through the absorption or release
of aqueous phase material with an associated crys-
tallization into one or more new solids. In the latter
case, further reductions in relative humidity continue
to change the aqueous composition. The two cases
are respectively distinguished by a local minimum
or a local saddle point in the RH values. The three
central invariant points in Figure 17 are local saddle
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points analogous to peritonic points in three-dimen-
sional systems. The result is that, for any composition
containing HNOg, the aqueous phase never ceases to
exist at 298 K. Pure sulfate systems also fail to
crystallize completely for X < 0.5 at 298 K. Including
water, the system has five components and thus
possesses 4 degrees of freedom (eq 4) under isother-
mal conditions when two phases (viz., aqueous and
vapor) are present. At all times, 1 degree of freedom
is also used in Figure 17 to specific water activity.
Then, the maximum number of solids that can be
present in equilibrium with the aqueous phase is
three, which are the indicated invariant points in the
system.

An interesting example to consider is an aqueous
system initially at 85% RH with X = 0.80 and Y =
0.90. These coordinates specify a nonunique composi-
tion for (NH4)2504/H2304/NH4NO3/HNO3 = a:b:c:d.
When we let a = 10 and ¢ = 1, we obtain b = 2.43
and d = 0.38. Upon decreasing relative humidity,
according to Figure 17, the first solid to form under
equilibrium conditions is (NH,),SO4(s) at 71% RH,
and the system consists of (NH,4),SO4(s) and aqueous
solution between 67 and 71% RH. At 67% RH, a
second solid precipitates. The overall sequence of
equilibrium phases from 85 to 20% RH is as follows:
{aqueous solution from 85 to 71%}, {(NH4)2S04(s)
and aqueous solution from 71 to 67%)}, { (NH4)2SO,-
(s), (NH4)3H(SO4,)2(s), and aqueous solution from 67
to 59%}, {(N H4)3H(SO4)2(S), (N H4)2804(S)'2N H4N03-
(s), and aqueous solution from 59 to 37%}, {(NH.).-
SO4(s):2NH;NO3(s), NH4NO3(s), and aqueous solu-
tion from 37 to 27%}, and { NH4NO3(s), NH;HSO4(s),
and aqueous solution from 27 to 20%}. Another
complex example is seawater, roughly consisting of
7 chemical components, which passes through a
complex array of equilibrium crystals (including
hydrates) and aqueous phases on decreasing relative
humidity or temperature.*?

F. Surface Region

Aqueous atmospheric particles solidify when dried
or cooled sufficiently. Although the interior of the
particle is crystalline, the surface region has an
aqueous character (sometimes labeled quasi-liquid
layer) of adsorbed water and high mobility ions.164165
The liquid character of the surface region (also called
a surface phase) is especially prevalent as the melting
temperature or deliquescence relative humidity is
approached. All nominally dry ionic solids are coated
by fractional monolayer coverage of water (0.05 < 6
< 2) at atmospheric relative humidities.*®¢ For ex-
ample, the adsorption isotherm of H,O on polycrys-
talline NaCl is shown in Figure 18.1%” The adsorption
isotherm constitutes one representation of a phase
diagram for the surface region. Ice is also believed
to have a surface region with properties better
classified as liquid than solid, especially above —12
°C.8168-170 As such, nucleation of the liquid phase
during the melting of ice appears to occur in the
disordered surface region, and further melting then
proceeds inward.t71-173

The conceptual framework for understanding the
surface region is the electrochemical potential, u,
which is constant for a species in equilibrium from
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Figure 18. Adsorption isotherm of H,O on polycrystalline
NaCl. (Adapted with permission from ref 167. Copyright
1974 Elsevier Science.)

one phase through the interface into the next
phase.®17 This requirement initiates surface recon-
struction at most interfaces. For example, the surface
atoms at a NaCl interface formed by abrupt termina-
tion of the crystal with its vapor experience an
unbalanced force field. A strong force originates from
the interior crystal atoms, and a weak force exists
on the vapor side. The net result is an increased
electrochemical potential of the surface atoms. The
potentials of the surface atoms relax to bulk crystal-
line values by atomic relocation in the initially
unbalanced force field (i.e., surface reconstruction).
Furthermore, if the vapor phase contains water (i.e.,
humidity), then at the unreconstructed abrupt ter-
mination there is initially a discontinuity in uu,o.
Gas-phase water thus has a driving force to enjoin
the surface and equalize its electrochemical potential,
while Na® and CI~ synergistically reconstruct to
reduce unat and uc- of the surface region to those
values of the bulk crystal. A surface region of accom-
modated H,O and disrupted Na* and CI~ results. A
disordered surface region containing water and high
mobility Na* and CI~ ions is reasonably labeled a
liquid region, albeit of properties still very much
distinct (and likely more viscous) than an aqueous
solution.

Although probably unimportant for quantifying the
direct effect optical properties of atmospheric aero-
sols, surface regions are crucial for understanding
atmospheric heterogeneous chemistry. A critical re-
action in polar ozone depletion, for example, is
catalyzed on ice particles: CIONO, + HCI — HNO;
+ HOCI. The high reactivity is attributed to the
solvating liquidlike surface region induced by the
dissociative uptake of HCI to form aquated H* and
CI~.152 Another example is the HNO;3 reaction on sea
salt (nominally NaCl). This reaction results in a
measurable increase in NaNOj in marine aerosol.'%4
Under dry UHYV conditions, HNO3 rapidly passivates
the (100) surface of NaCl. In H,O vapor of even
modest relative humidity, ionic mobility increases in
the surface region and the NaCl reactive surface
regenerates.'’®> Thus, a complete description of the
solid phase of atmospheric particles includes both the
phase of the interior region (largely responsible for
optical properties) and the phase of the interfacial
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region between the crystal and a water-bearing O,/
N, gas (viz. the atmosphere). The interphase is
largely responsible for chemical properties. [Exact
reconstruction depends on the extent of favorable
interaction, e.g., Fe;O3 interacts much less than
NaCl. H,0 dissociates to form >FeOH surface groups,
and ionic mobility is much less than a salt.]

IV. Kinetics

The previous two sections on thermodynamics and
phase diagrams provide useful descriptions of pro-
cesses maintaining thermodynamic equilibrium. This
condition is often met for long time scales (e.g.,
geology) or large-volume systems. However, in the
atmospheric sciences, time scales are often relatively
short, ranging from seconds to days, and the volume
of a system is often 1073—10% cubic micrometers. In
these systems, the nucleation kinetics of new phases
is a dominant issue. Will a disordered aqueous
medium rearrange into an ordered crystal during the
time scale of interest? If not, then the crystalline
phase can be removed from the phase diagram (i.e.,
simply erased). The extended liquidus regions is
termed metastable, as was described for Figure 12.
For systems of atmospheric interest, it appears true
that order-to-disorder transitions are rapid [see one
exception in ref 18 and a contrasting report in ref
17], and system behavior is accurately described by
the phase diagrams during melting or deliquescence.
However, for freezing or efflorescence, a kinetic
barrier must usually be overcome. It is possible to
modify the appearance of the phase diagram to
describe nucleation processes of a system. If so, this
diagram is usually dubbed the kinetic phase diagram
to be distinguished from the thermodynamic phase
diagram.

A. Classifications

Phase transitions are often classified as first-order
or second-order or, alternatively, as reconstructive,
displacive, or order—disorder. For most atmospheric
chemical systems, the phase transitions are first-
order and reconstructive. A kinetic barrier is faced
because a critical germ must form; classical nucle-
ation theory is a common conceptual framework to
classify the rate of germ formation. The order of a
transition refers to the continuity of the derivatives
of thermodynamic functions. When changing from
one phase to another (e.g., ice to liquid), the free
energies of the two phases at the equilibrium tem-
perature are equal (AG = 0). The function Ggystem IS
Giiq for T above 0 °C and Gic for T below 0 °C. All G
are equal at 0 °C. However, at 0 °C, dG/dT = —S is
discontinuous because Sice = Siiq. Incidentally, Hic
# Hiig, SO the first-order transition is detectable by
scanning calorimetry. This transition is also known
as reconstructive because bonds must be broken and
reformed into highly different geometries. Because
phase transitions in atmospheric chemistry usually
involve the formation of a crystal from an aqueous
medium, they are first-order and Kkinetically inhib-
ited.

Some phase transitions are a gentler rearrange-
ment of atoms. Bonds may shift without breaking, a
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process called a displacive transformation. These
phase transitions usually occur readily at the tem-
perature expected for thermodynamic equilibrium
and are not kinetically inhibited. The transitions
from high quartz at 573 °C to low quartz is an often-
cited example. The transition is still first-order
because the two crystallographic states have distinct
free energy—temperature dependencies, but the phase
transition does not require the formation of critical
germ. The phase transition occurs instead as a
collective atomic rearrangement of bond angles.
Solid—solid-phase transitions such as hydrate forma-
tion (e.g., CaSO, and CaS0,4-2H,0) often also face no
nucleation barrier because water molecules interca-
late into the structure on a molecule-by-molecule
basis in a diffusional process akin to the hydration
or drying of clays; however, the phase transition can
still be slow because diffusion coefficients in solid-
state materials are near 107° cm? s™! at 298 K.

In contrast to a first-order transition, second-order
changes are better described as gradual transforma-
tions. Ice melting to liquid is a first-order transition;
a ferromagnetic substance gradually losing its mag-
netization with increasing temperature until it is
paramagnetic at the Curie point is a gradual second-
order transformation with a transition temperature
at the Curie point. These phase transitions are not
common in atmospheric chemical systems, except in
the academic sense of variations due to shifting
equilibrium constants as temperature and pressure
are altered.

B. Premonitory Behavior

A question occurs to what extent one phase might
anticipate the formation of a second.’”? In the most
general description of a first-order phase transition,
Ga(T) and Gg(T) for a two-phase system vary inde-
pendently. Phase A is metastable to phase B when
Ga(T) > Gg(T). No structural similarities between A
and B are suggested or required, and phase A need
not resemble phase B in any way. Furthermore,
knowledge about phase B provides no information
about phase A. However, in many specific cases we
can expect much more. For example, as ice ap-
proaches its melting temperature, its surface region
takes on a liquidlike character. Knowledge of liquid
water can then be employed to know something about
ice surface properties. [A loose analogy can be made
to the adage of “Knowledge of thermodynamics of a
reaction tells you nothing of the rates of the reaction™—
yet linear free energy relationships (LFERSs) abound.
Quite often, knowledge of phase A tells you some-
thing about phase B, especially near the transition
point.] The structural similarities are rationalized by
stating that, whether in state A or B, molecules have
an overall tendency to converge to the same mini-
mum free energy (as discussed in the section on
Thermodynamics). In the limit of complete conver-
gence, a phase transition is second-order. Structural
similarities between phases A and B are especially
common in interfacial regions where molecular move-
ment and reconstruction are somewhat fluid. These
rearrangements were initially dubbed premonitory
rearrangements.’® However, this phrase is mislead-
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ing because it suggests that phase A rearranges in
anticipation (or through knowledge) of phase B.
Phases A and B are better described as converging
on a common free energy arrangement in the inter-
facial region.

Premonitory phenomena thus described are associ-
ated with an ordered phase approaching a transition
to disorder. In transitions in the other direction, the
kinetic theory of nucleation prescribes the formation
and dissipation of clusters, both prior to and after
an initial point of bulk metastability. According to
classical nucleation theory, these clusters should
have structural similarities to the new phase. The
rationalization is that a germ of a new phase should
resemble the new phase. The steady-state description
inherent in nucleation theory provides that a popula-
tion distribution of ordered clusters exists in the
disordered phase at any one instant. Prior to the
point of metastability, thermodynamics guides that
all of these kinetically formed clusters will disperse.
After metastability is achieved, one such cluster must
become critical to propagate that phase. [The germ
size at which the energy gain for relieving super-
saturation equals the energy cost of surface formation
is termed a critical germ.] Prior to that event,
however, the cluster population steadily increases
with deepening metastability. In some chemical
systems, the steady-state population of clusters
reaches such a concentration that the disordered
phase begins to take on a semblance to the ordered
phase. Whether this population influences the struc-
ture or properties of the disordered medium enough
to call it quasi-ordered depends on the properties of
each chemical system in question as well as the
sensitivity of an experimental apparatus to observe
those changes.

Another interesting connection between phases A
and B can sometimes be found in the thermodynam-
ics and rates of a phase transition. For example,
many properties of liquid water appear to extend
toward highly energetically unfavorable singularities
at —45 °C while, at the same time, conventional
laboratory measurements have not succeeded in
supercooling water below —40 °C.?2 These coupled
observations are rationalized by stating that the
tremendous thermodynamic driving force favors the
rapid nucleation of another atomic arrangement (e.g.,
ice). According to this view, liquid water as a possible
phase simply ceases to exist. Other workers, however,
suggest that the numerical extrapolations leading to
the “end of liquid water” at —45 °C are not accurate
and instead present experimental evidence consistent
with liquid water to 136 K or cooler.*?® A second
example of the connection between thermodynamic
extremes and nucleation kinetics occurs in binary
systems having a miscibility gap in their phase
diagram. When a sufficiently metastable composition
is obtained, the spinodal line is crossed, and decom-
position occurs to phase separation proscribed by the
tie lines in the miscibility gap.’® The spinodal
composition is entirely determined by the free energy
function and a local maximum. Rather like a thin
book that can fall left or right when placed upright—
and fall it certainly shall—a spinodal composition can



3420 Chemical Reviews, 2000, Vol. 100, No. 9

reduce its free energy by phase separating, and a
chance fluctuation (i.e., a very small activation
energy) enriching one component in a local region is
self-reinforcing.

C. Critical Germ Formation

Rates of phase transitions in atmospheric chemical
systems are most commonly rationalized by classical
theories of homogeneous and heterogeneous
nucleation.?®%177-179 |n a disordered aqueous medium,
the dynamic nature of the solution consists of ions
associating into clusters for brief moments and then
dissociating again into aqueous species. In general,
small clusters are not favored because the surface
energy associated with forming the cluster exceeds
the energy released from forming a crystal in a
supersaturated solution. However, if by random
collisions, a sufficiently large cluster (viz. a critical
cluster) forms, then the energy released from its
three-dimensional association exceeds the energy cost
of creating the two-dimensional interface with the
surrounding aqueous medium. In this case, this germ
continues to grow into an ever-larger crystal until the
solution saturation ratio achieves unity. Thus, both
crystal nucleation (viz. a germ) and crystal growth
must occur to convert a supersaturated aqueous
phase into crystalline components.’8%181 In atmo-
spheric systems, particles with lifetimes longer than
several hours generally range from 0.05 to 10 um
diameter. [Particles larger than 10 um sediment
rapidly while particles smaller than 50 nm are
rapidly scavenging by coagulation. See ref 1.] For this
size range, crystal growth is rapid and considered
instantaneous relative to the nucleation time. [At
temperatures below 180 K, crystal growth times
become long relative to crystal nucleation times even
for small aqueous droplets.'8? See accounts of HNOz/
H2037 and HzSO4/H20.183]

Nucleation occurs by two mechanisms. In homo-
geneous nucleation, an aqueous three-dimensional
medium spontaneously and stochastically nucleates
a crystalline germ after a sufficient time period due
to random molecular associations. The nucleation
statistics are Poisson type.?® In heterogeneous nucle-
ation, a foreign surface is in contact with the aqueous
medium. A nascent crystalline germ abutted to this
surface often has a lower total surface energy due to
lower surface tension between the germ and the
surface as compared to the germ and aqueous solu-
tion. In this case, critical clusters form more often at
the foreign surface than in the aqueous medium. The
result is an increased occurrence of nucleation events,
i.e., faster crystallization.

D. Homogeneous Nucleation
i. History

Salt crystallization by homogeneous nucleation in
small particles composed of supersaturated aqueous
electrolytes was the subject of early seminal work
first by Orr® and then by Winkler and Junge®%8’ for
processes of decreasing relative humidity. In 1958,
Orr showed that whereas small NaCl(s) particles
absorb water near 70% RH, NaCl(aq) particles retain
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water until 40% RH at 298 K. Similarly, small
(NH4)2.S0O, particles deliquesced at 75% RH but did
not effloresce until 40% RH. In 1972, Winkler and
Junge reported that NaCl particles deliquesce at 75%
RH and retain water until under 50% RH. Since that
early work, Tang began a 20-year program in 1977
on phase transitions relevant to atmospheric chem-
istry. Other workers became interested in the early
1980s because aerosol phase transitions were recog-
nized as important to air visibility. In 1990, the first
publications appeared on mechanisms for polar strato-
spheric cloud formation.

The history of ice formation by homogeneous
nucleation in supercooled pure water extends past
50 years.>'8 Research accounts are available in refs
7, 185, and 186. In the atmosphere, mixed-phase
clouds usually form by heterogeneous nucleation
(vida infra) above —40 °C. Glaciation of all particles
in a cloud by homogeneous nucleation occurs for some
wet, cold clouds in the mid-troposphere. The upper
troposphere and lower stratosphere are too dry for
dilute particles of nearly pure water composition to
form. Homogeneous nucleation of ice in these systems
must occur from 1 to 10 m salt solutions.

ii. Recent Work and Trends

The laboratory work on the homogeneous nucle-
ation kinetics of cirrus and PSC cloud formation at
low temperatures and salt crystallization at low
relative humidities from 1977 to early 2000 is sum-
marized in Table 2. This review excludes the exten-
sive body of experimental work done on ice formation
mechanisms above —40 °C that are relevant to the
properties of mixed-phase cloud systems in the lower
troposphere. Recent examples of such work are found
in refs 187—190. A trend in Table 2 is apparent in
studying (NH4)2S04/H,SO4/NH;4NO3/H,0 systems at
298 K for two decades. These systems are the
dominant chemical constituents in the polluted bound-
ary layer. Similarly, NaCI/KCI/H,O systems are
studied because they are believed to be representa-
tive of marine sea salt. However, inspection of Table
2 shows that these aerosols, important both on a
mass and number density basis as global and re-
gional aerosol, receive comparatively little study
especially at conditions other than 298 K. The HNO3/
H,S04/H,0 chemical systems are studied in detail at
low temperatures in connection to their role as the
constituents from which polar stratospheric clouds
form. In the last two years, (NH4),SO4/H,SO4/H,0
systems at low temperatures are also receiving
attention because they may be the mother liquor for
ice nucleation during cirrus cloud formation.

Table 2 reveals that many temperature ranges,
observation times, system size parameters, tech-
niques, and chemical compositions have been studied.
Intercomparison of laboratory results requires careful
consideration of each of these parameters. Homoge-
neous nucleation rates, for example, are believed to
depend linearly on the volume of the chemical system
(eq 5), so an investigator observing a phase transition
for 20-um particles in 60 s would require another
investigator working with 0.2-um particles to wait
700 days to observe the same transition when all
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Table 2. Summary of Laboratory Work on Phase Transitions of Aqueous Electrolytes Relevant to Atmospheric
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Sciences?
chemical sample temp transition  observation solids
system descript range (K)  observed time size composition observed technique year ref
HNO3/H,0 A 160—188 a 0.42 min 0.2 um 0.24 < Xuynos < 0.46 NAD IR-AFT 2000 191
NAT
HNO3/H,0 D 183—-194 a 2—12 Kmint 7-33um Xunosz = 0.33 NAD oM 2000 192
NaCl/H,0 A 238—298 e d 0.17 min 0.4 um 0.02 < ap,o < 0.90 NaCl IR-AFT 2000 193
MgCl,/H,0O 0.02 < ap,0 < 0.90 hydrate
NH4HSO,/H,0 0.02 < ap,0 < 0.90 none
NH;NO3/H,O 0.02 < ap,o < 0.90 none
(NH,),SO4/H,0 D,E 195-235 i,m 10 K min™?t 10—55 um 0.80 < ap,o < 1.00 ice OM, DSC 2000 194
(NH4)2S04/H,SO4/ A 213-233 i 0.20 min 0.05, (NHg),H,—,SO,/H,0O ice CFD-OPC 2000 195
H,O 0.2 um(aq) z=0,1,2
NaCl/H,0 A 298 e 0.17 min 0.4 um 0.15 < ap,0 < 0.90 NaCl IR-AFT 1999 9
NH;HSO,/H,0 E 179—-234 i,m 5K min™t 1-10 um 0.55 < ap,o < 1.00 ice DSC 1999 10
3ul THD
(NH,),SO4/H,0 A 234-295 e, d 0.13—0.90 min 0.80 um (aq) 0.35 < ap,0 < 0.90 a-AS IR-AFT 1999 11
(NH4),SO4/H,0 A 224-273 i,m 1and 30 min  0.35 um (aq) 0.35 < ap,0 < 1.0 ice IR-AFT 1999 12
238-283 e, d o-AS
B-AS
(NH4),S04/H,0 298 e, d 1 min 1um (s) 0.35 < ap,0 < 0.90 o-AS IR-AFT 1999 13
NH4HSO,/H,0 L 243—-298 a, m 60 min 100 mL (aq) 0.45 < ap,0 < 0.95 ice VvV, TT 1999 14
THD
H,SO4/HNO3/ E 150—270 iam 1-3Kmint fewmg 0.0 < Xpnos < 0.35 ice DSC 1999 15
H,0 0.0 < Xps0, < 0.01
NH;HSO,/H,0 L 240—298 m 120 min 40 mL 0.06 < Xpnog < 0.13 ice \Y 1999 16
THD
H,SO,/HNO,/ F,L  185-230 m, c, a 10 min films, 1 mL 6 < Snat < 690 SAT IR-F, TT 1998 17
H,O Xpps04 = 0.20 NAT
H,SO,/HNO,/ L 233 i 1.3 x 10*min 30 mg (s) {0.20,0}, {0.23,0.066}, SAT TT 1998 18
H,0 {0.11,0}
{H2S0,4,HNO3} (x)
H,S0.4/H,0 D 170—240 i,m 10 K min—t 5—-20 um 0.60 < a0 < 1.00 ice oM 1998 19
HNO3/H,0 A 155-175 0.17 min 0.2um Xunosz = 0.25 NAT IR-AFT 1998 20
(NH4),S04/H,0 A 298 de 1 min 0.4 um 0.3 < ay,o0 < 0.95 o-AS IN 1998 21
NH;NO3/H,0O 0.15 < ap,0 < 0.95
(NH4)>,S04/H,0 S 233—303 d,e,a,m 120 min 5—10 um (s) 0.2 < ay,0 < 0.95 ice SPL 1998 22
o-AS
AST
HNO3/H,0 A 188—240 a 10—150 min 1 um (aq) Xunos = 0.25, 0.29, 0.33 NAD IR—SC 1998 23
HNO3/H,0 A 176—179 a 0.25 min 0.8 um (aq) Xpnos = 0.33 NAD IR-AFT 1998 24
seawater S 298 e d na 20 um 0.00 < ap,0 < 0.95 NaCl SPL 1997 427
(NH,),SO4/H,0 A 298 e, d 1 or 30 min 0.45 um (aq) 0.02 < ap,0 < 1.0 a-AS IR-AFT 1997 25
NH,4HSO,/H,0(D20)
NaCl/H,0O NacCl
seawater (H,O/D,0) uni
H,SO4/H,0 D 135—298 i,m 10 min 5-10 um (aq) 0.02 < Xuys0, < 0.22 ice IR—P 1997 26
SAT
H,SO4/HNO3/ A 188—204 i,a,m 180 min 0.7 um (aq) stratospheric trajectory none IR—-SC 1997 27
H,0
H,SO,/HNO3/H,0 L 140—-280 i,a,m 1.7-600 min  0.5—-4 mL 0.02 < Xups0, < 0.51; ice TT 1997 28
stratospheric trajectory, SAT
Xunog = 0.21with 0 < SAH
Xtpsos < 0.004 NAT
H,SO4/H,0 S 191298 i,a 60 min 20—30 um 0.07 < Xpps0, < 0.38 ice SPL 1997 29
H,S0.4/H,0 S 165—255 a, m 1.0 x 10*min  5—10 um (s) 0.06 < Xu,s0, < 0.22 SAO SPL 1997 30
NH;HSO,/H,0 S 233—303 d,e,a,m 13 x10°min 5-10um (s) 0.05 < XnmyHsos < 0.58 AHSO SPL 1997 31°
HNOy/H,0 A 194 a 60 min 1.2 um (aq) Xnnog = 0.29 NAD IR-SC 1997 32
Ba(NO;),/H,0 S 298 e d na 14—16 um (aq) 0.60 < apyo < 1.00 Ba(NO;), SPL 1997 33
Sr(NOgz),/H,O 0.20 < ap,o < 1.00 Sr(NOz),
Ca(NO3),/H,0 0.01 < apyo < 0.70 Ca(NO3),
H,SO4/H,0 A 160—240 a,m,i 1 min na 0.07 < Xu,s0, < 0.51 ice IR-AFT 1997 34
SAO
HNO4/H,0 F 160—180 a 1-60 min 1.5-1.7um (ag)  Xunos = 0.25, 0.33 NAD IR—F 1997 35
NAT
HNO3/H,0 F 160—190 \% 0.3 Kmin™ 1-2 um film 0.0 < Xpno; < 0.06 ice IR—F 1996 36
NAT
HNO3/H,0 A 77,190-204 a 0.5—30 min 0.12—0.96 um (aq) Xuno; = 0.33 NAD IR-SC 1996 37
H,SO4/HNO3/ F 196.0-197.2 ¢ 5 min 100 um coating X0, = 0.20,7 < SAT \Y 1996 38
H,O Snar < 70 NAT
H,S0,4/H,0 A 190—240 i 2 min 0.06—0.5 um 0.0 < Xpps0, < 0.09 ice IR-AFT 1996 39
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Table 2. (Continued)
chemical sample temp transition observation solids
system descript  range (K) observed time size composition observed  technique year ref
NaNO;/H,0 S 298 e, d na 20 um (s) 0.0 < an,0 <0.85 NaNO; SPL 1996 40
(NH,),SO4/H,0 A 298 d, e 0.5—40 min 0.35um (aq) am,o <0.01; an,0 =0.30 «-AS IR-AFT 1996 41
HNO3/H,0 L 163—223 a, m 0.08-12 Kmin™* 1uL Xunos = 0.25,0.35,0.50 NAT TP-XRD 1996 42
NAD
NAM
H,SO4/H,0 A 189—240 i,a 300 min 0.26 um (agq) 0.09 < Xp,s0, < 0.78 none IR—SC 1995 43
H,SO,/HNO3/ L 192-268 i;a;m 2.8 x 10°® min 5 uL (aq) 7.5 > -10g10 Punos mixed acid  V 1995 44
H,O (Torr) > 4.5 hydrates
5.0 > -10g10 Pr,0 NAD
(Torr) > 1.0 NAM
H,SO4/HNO3/ F 189—-194 c,a 60—120 min 2 um film 6 < Snar < 114 NAT IR—F 1995 45
H,O SAT
H,S04/H,0 F 200—240 a,m na 100 um 0.36 < Xpps0, < 0.51 SAM VIS 1995 46
coating
H2SO/HNO,/ L 184.9-1945 i, a 20—180 min 1mL stratospheric ice TT 1995 47
H,O trajectory NAT
SAT
NaBr/H,O S 298 e na na na na SPL 1995 48,49
KCI/H,0
KBr/H,O
NH,CI/H,O
(NH,);S04/H,0
NaCl/H,O S 298 e d 60 min 10 um (aq) 0.45 < ay,0 < 0.95 NacCl SPL 1994 50
NaCIl/KCI/H,0O 0.61 < a0 <0.95 NaCl
KCI
CsCI/H,0 0.32 < ap,o0 <0.95 CsClI
CsCI/KCI/H,0 0.43 < ap,0 <0.95 CsClI
KCI
KF/H,0O 0.09 < ap,0 <0.95 KF
KF/KCI/H,0 0.09 < ap,0 <0.95 KF
KCI
NaNQOs/H,0 0 < ap,0 <0.95 none
NaNO3/Na,SO,/ 0.16 < ap,0 <0.95 NaNO;
H,O Na,SO,
(NH,);S04/H,0 S 298 de 1-1.3 x 10°min  6—8um(s)  0.10 < ay,0 < 1.00 o-AS SPL 1994 51
NH4HSO4/H,0 0.05 < ap,o < 1.00 uni
(NH,)3H(SOu)./ 0.40 < ap,o < 1.00 THD
H,O
Na,S04/H,0 0.55 < ap,0 < 1.00 Na,SO,
NaHSO,/H;0 0.10 < ap,o < 1.00 none
NaNOs/H,0 0.05 < ap,o < 1.00 NaNO;
(NH,),SO./ S 278—-308 d na 6—8 um (s) 0.40 < ap,0 < 0.90 (NH,),SO, SPL 1994 52
Na,S04/H,0 Na,SO,4
NaCl/NaNO3/ NaCl
H,O NaNO;
NaCl/Na,SO,/ NaCl
H, Na,SO,
H,SO,/HNO3/ A 192—-212 c,a 60—120 min 1-2 um film 6 > —10g10 Punos NAT IR—F 1994 53¢
H,0 (Torr) > 5.6
4 > —10g10Pr,0 SAT
(Torr) > 3.5
H,SO4/HNO,/ L 188—-213 i,a 2 Kmin™! 3-5uL stratospheric uni TT 1994 549
H,0 1.3 x 10° min 0.03-3 mL trajectory
HNOs/H,0 L 193-210 c 30—120 min 0.2 umol exposure NAP \Y 1994 55
(nonequilibrium)
conditions
10910 Phyo (Torr) = —3.5
5 < Puy0:Prnos < 300
KCI/H,0(D,0) S 298 e, d 100 min 107° cm? 0.55 < ap,o0 < 0.90 KCI SPL 1993 56
KCI/H,0/ 0.27 < ap,o < KCI
methanol 0.550.10 <
ameon < 0.14
NaBr/H,0(D,0) 0.27 < ap,0 < 0.61 NaBr
NaBr/methanol 0.72 < apmeon < 0.94 NaBr
NaBr/H,0/ 0.22 < ap,0 < NaBr
methanol 0.500.05 <
ameon < 0.09
NaBr/H,0/ 0.22 < a0 < NaBr
acetone 0.550.15 <
aacetons < 029
NaCIl/KCI/H,0 S 278-308 d 10 min 6—8um(s) 0.0 < an,o<0.95 NaCl SPL 1993 57
KCI
Na,S0,/NaNO3/ 0.0 < ap,0 < 0.95 Na,SO,
H,O NaNO;
(NH,);S04/H,0 0.0 < an,0 < 0.95 o-AS
NaNOs/H,0 0.0 < an,0 < 0.95 NaNO;
KCI/H,0 0.0 < an,0 < 0.95 KCI
HNO3/HCI/H,O F 150—190 c 20—120 min 0.9 umfilm 7 > —10g10 Phci ice IR—F 1993 58
(Torr) > 5 NAT

HAH
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Table 2. (Continued)
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chemical sample  temp transition observation solids
system descript range (K) observed time size composition observedd technique year ref
H,S04/H,0 F 180—-230 i,a,m 0.1-20 Kmin=! 1 um film stratospheric SAT IR-F 1993 59
trajectory
H,SO4/H,0 F E 140—300 a,m na several um 0.04 < Xpys0, < 0.3 H,SO4-nH,On = IR—F, DSC 1993 60
film 1,2,3,4,6.5,8
H,SO,/HNO3/ F E 150-254 i, a na 15 um film various ice IR—F, DSC 1993 61
H,O SAT
SAH
NAT
H,S0,/H,0 163-273 i,a 1 Kmin™t 10 mL 0.0 < Xp,s0, < 0.62 ice TT 1993 62
HNO3/H,0 L 190—230 a several days 5 to 50 um 7 > -L0g10PHno, NAM \Y% 1993 63¢
button (Torr) > 2.5
4.5 > —10g10 Pri0 NAD
(Torr) > 1 NAT
HNO3/H,0 A 160—185 a4, i 22 min 0.1-1um (aq) 1 < Pp,0:PHno; < 10 NAD IR—SC 1993 64
NAT
HNO3/H,0O L 191-210 ¢ 5—250 min 0.2 umol 3 < Ph,0:PHnos < 300 NAM \% 1993 65
10910 Pryo = —3.5 NAD
NAT
NAM
HNOy/H,0 E 183-298 m 3 Kmint 10 ul 0.05 < Xpnos <0.50 NAD DSC 1993 66
NAT
NAM
HNO3/H,0 F 173-243 v 45 K min—t 3um 0.58 < Pp,0:PHno; <4.6  NAD IR—F 1992 67
a-,5- NAT
HNO3/H,O F 173-203 v 45 K min~t film 1 < Phy0:Prnos < 3 ice IR-F 1992 68
NAM
NAD
a-,A-NAT
HNO3/H,0 F 188—-213 ¢ 0.25 Kmin™! film 6.5 > —10g10 Prinos NAD IR—F 1992 69
(Torr) > 5.5
60 min 3.8 > —10g10 Pry0 NAT
(Torr) > 3.5
HNO3/H,0O F 188—-213 ¢ 1-2 Kmin* 1-2umfilm 1 < Pp,0:Punos < @ ice IR—F 1990 70
30 min NAM
NAD
NAT
NaCl/H,O S 293 d 60 min 20 um 0.44 < ap,0 < 0.85 NacCl SPL 1987 71
NaBr/H,0O 0.22 < ap,0 < 0.80 NaBr
KCI/H,0 0.59 < ay,o0 < 0.85 KCI
KBr/H,0O 0.52 < ap,0 < 0.85 KBr
NH,CI/H,O 0.45 < ay,0 < 0.90 NH,CI
Na,SO,/H,0 0.55 < ap,0 < 0.90 Na,SO,
(NH4);S04/H,0 0.48 < ap,0 < 0.90 a-AS
CaCl,/H,0 0.10 < ap,o < 0.85 CaCl,-4H,0
MnCI,/H,0O 0.30 < ap,0 < 0.70 MnCl,-2.3H,0
MnSO,/H,0 0.40 < ap,0 < 0.90 MnSO,-2.8H,0
FeCly/H,0 0.48 < ay,0 < 0.95 FeCl;6H,0
NH4NO3/H,0O S 298 v, e 180 min 2 um (s) XnHanoz — 1.0 NH4NO; SPL 1987 72
NaCl/KCI/H,O 293 e d 60 min 11.0-21.2 um 0.45 < ay,0 < 0.95 NaCl SPL 1987 73
(aq) KCI
NaCl/KBr/H,O 0.35 < ap,o0 < 0.90 NaCl
KBr
NaCl/(NH4),S04/H,0 0.40 < ap,0 < 0.80 NacCl
a-AS
NaCl/H,O S 293 e 10 min 20 um (aq) 0.44 < ap,0 < 0.85 NacCl SPL 1987 74
NaBr/H,O 0.22 < ap,0 < 0.80 NaBr
KCI/H,0 0.59 < ay,0 < 0.85 KCI
KBr/H,0O 0.52 < ap,0 < 0.85 KBr
NH,CI/H,O 0.45 < ay,0 < 0.90 NH,CI
Na,SO,/H,0 0.55 < ap,0 < 0.90 Na,SO,
(NH4);SO4/H,0 0.48 < ay,0 < 0.90 o-AS
MnClI,/H,0 0.30 < ay,o0 < 0.70 MnCl,-2H,0
FeCls/H,0 0.48 < ap,o < 0.95 FeCls6H,0
NaCl/KCI/H,O S 298 d e na 3—4 um (s) 0.60 < ap,0 < 0.96, NaCl SPL 1986 75
0 < x < 1 NaCLKCI;—« KCI
(NH,),S04/H,SO4/H,0 S 298 e, d 20 min 1ng (NH,),H,-,SO4/H,0, o-AS SPL 1985 76
1<z<2 THD
AHS
(NH4);SO4/H,SO4/H,0 A 298 d e 0.2 agomin™t  2um (NH4),H,-,SO4/H,0, uni IN 1985 77
1<z<2
(NH4),S04/Na,SO4/H,0 298 (NH,4);Na,-,SO.4/H0, uni
0<z<2
NaCl/H,O S 298 e 10 min 2-3um (s) na NacCl SPL 1984 78
(NH,),S04/H,0 S 298 e, d 5 min 0.5 ng (s) 0.30 < apyo < 0.95 a-AS SPL 1984 79
NH,CI/H,0O 190-278 i, e na na 0.65 < ap,0 < 1.00 ice DSC 1984 80
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Table 2. (Continued)

chemical sample temp transition observation solids
system descript range (K) observed time size composition observed technique year ref
NaCl/H,0O A 298 de 0.002-0.17 min  0.67 um (s) na NaCl OPC 1980 81
KCI/H,0 na KCI
NaCl/KCI/H,0 na NaCl
KCI
NH;NO3/H,0 0.3 < an,o < 0.90 none
(NH,4),S04/H,S0,/H,0 0.50 < ap,o < 1.00, a-AS
{100:0}, {88.3:11.7}, THD
{83.3:16.7}, {0:100}
{(NH,),S04:H,S04)} (W/w)
(NH,),S0O4/H,S0,4/H,0 A 298 d na na 0.2 < ap,0 < 0.90 a-AS IN 1978 82
AHS
NaSO,/H,0 0.2 < ap,o < 0.90 uni
MgSO4/H,0 0.2 < an,o < 0.90 none
ZnS0O4/H,0 0.2 < ap,o < 0.90 none
NaCl/KCI/H,0 A 298-303 d 1 min 0.5 um (s) 0.65 < ap,0 < 0.96, NacCl OPC 1978 83
{80:60}, {64:36}, KCI
{20:80} {NaCl:KCI} (w/w)
(NH,),SO4/H,S0,4/H,0 0.50 < ap,o < 1.00, a-AS
{100:0}, {88.3:11.7}, THD
{83.3:16.7}, {0:100}
{(NH4)2S04:H,S04)} (w/w)
NH4HSO4/H,0 A 278-298 d na 0.5um (aq) 0.39 < an,o < 1.00 AHS OPC 1977 84

a Reverse sorted by year to provide perspective on development of techniques and evolution of interest in terms of which
compositions, temperature ranges, and phase transitions studied. Studies on ice and acid hydrate formation, melting, salt
crystallization, and deliquescence from aqueous electrolytes are included. Extensive work done on ice formation from water and
very dilute electrolytes is omitted. Sample Description: A, aerosol; D, deposited particles; E, emulsion; F, film; L, liquid volume,
typically test tubes; S, single particle. Phase transitions: a, acid or salt freezing (crystallization); c, ice or acid hydrate condensation;
d, deliquescence; e, efflorescence; i, ice freezing; m, ice or acid melting; v, ice or acid hydrate vaporization. Size parameter: units
of um refer to diameters of particles and units of mass or volume refer to contiguous chunks of material, often in a test tube.
Techniques: CFD-OPC, continuous flow thermal diffusion chamber with optical particle counter detection; DSC, differential
scanning calorimetry; IN, integrating nephelometer; IR-AFT, infrared-aerosol flow tube; IR—F, transmission mode infrared
spectroscopy of a film; IR-P, infrared spectroscopy of particles deposited on the inner walls of a light pipe; IR-SC, infrared
spectroscopy in an aerosol settling chamber; OM, optical microscope; OPC, optical particle counter detection of growth in a
monodisperse aerosol with increasing relative humidity; SPL, single-particle levitation; TP-XRD, temperature-programmed X-ray
diffraction; TT, test tube with visual observation of latent heat release; V, nitric acid and/or water vapor pressure measurements;
VIS, visual observation of flow tube coating. Key to solids: AHS, NH4sHSO,4; AHSO, NH,HSO,4-8H,0 (existence is controversial);
AS, (NH,)2S04; AST, (NH,4)2SO4-4H,0 (existence is controversial); HAH, HCI-6H,0; NAD, HNO3:2H,0; NAM, HNO3-H,0; NAP,
HN03'5H20; NAT, HNO3'3H20; SAH, H2$O4'6.5H20; SAM, HQSO4'H20; SAO, HzSO4’8H20; SAT, HQSO4'4H20; THD, (NH4)3H(SO4)2;

uni, unidentified solid. na, not available. P See refs 14 and 16. ¢ See ref 45. 9 See ref 47. ¢ See ref 423.

other conditions are equal. Similarly, some tech-
niques such as differential scanning calorimetry vary
temperature continuously as an integral part of the
measurement whereas most other techniques are
isothermal. The charged particle levitation and opti-
cal microscope techniques observe single particles
whereas aerosol flow tube apparatus often have
minimum detection limits of 108 particles. Because
phase transitions are stochastic, observing an en-
semble of particles is a boon for rapidly attaining an
average result, but single-particle techniques offer
the advantage of a more precise understanding of the
phase transition mechanism. In addition, much
progress is made by studying thin films of aqueous
electrolytes or, perhaps surprisingly, test tubes con-
taining milliliter volumes. In Table 2, the important
parameters of each experimental system are provided
to aid in the comparison of results stemming from
different laboratories.

iii. Experimental Results Demonstrating Important
Concepts

1. Hysteresis Effect When Drying. A difference
between deliquescence and efflorescence RH values
(i.e., the hysteresis effect) is commonly observed for
aqueous salt particles. Figure 19 depicts the hyster-
esis effect for (NH,;),S0O4/H,0 at 298 K. A dry crystal-
line particle at low relative humidity absorbs water
at 79.5% RH to form an aqueous salt particle with a

concomitant increase in volume. The hygroscopic salt
particle swells with further increases in RH. If the
RH is subsequently decreased, water partially evapo-
rates from the aqueous particle, which thus shrinks
in a reversible process, until the deliquescence RH
value is reached. Though thermodynamically favored,
crystallization does not occur at that RH value due
to the sluggishness of critical germ nucleation. In-
stead, the aqueous particle continues to shrink until
nearly 35%, at which point efflorescence occurs in
submicron particles observed for several minutes.
The upper axes show associated changes in the mole
fraction aqueous composition, the saturation ratio,
and the free energy driving force of an aqueous
particle dissociating into a crystalline particle and
gaseous water.

Figure 20 shows the effect of the addition acid to
(NH4)ZSO4/H20 to form a (N H4)2SO4/H2804/H20 SYys-
tem at 298 K.7® Near the neutral composition (z =
2.0), the addition of acid raises the efflorescence RH
value slightly before a monotonic decrease to zero at
bisulfate (z = 1.0). For this composition, crystalliza-
tion by homogeneous nucleation is not observed in
aqueous particles observed for hours. The eutonic
values observed for the crystallized systems indicate
that NH4HSO,4(s) and (NH,)sH(SOy)2(s) form for z
<1.5 while (NH;)3sH(SO4)2(s) and (NH;),SO4(s) are
favored above z > 1.5. It is not certain which of the
two crystals in each pair first formed from the
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Figure 19. Relative volume of an ammonium sulfate
particle with cycles in increasing and decreasing relative
humidity at 298 K. Unity volume corresponds to a nonpo-
rous, spherical crystalline ammonium sulfate particle. At
79.5% RH, deliquescence occurs and the particle spontane-
ously forms an aqueous spherical droplet. Upon decreasing
RH, the particle remains aqueous (dashed line) until 35%
RH when efflorescence occurs in chemically pure particles.
Changes in volume occur from the evaporation and con-
densation of water vapor. A hysteresis effect is apparent
because the volume on decreasing RH (upper loop) is 125—
200% larger than increasing RH (lower loop) in the 35—
79% range. In authentic atmospheric particles, crystalli-
zation can occur at higher RH values due to the presence
of insoluble impurities that induce crystallization at lower
supersaturations. The upper axes show the mole fraction,
x, of the aqueous particles; saturation ratio, S, with respect
to crystalline ammonium sulfate; and the free energy
change, AG (kJ mol~%), of ammonium sulfate crystal and
water vapor combining to form an aqueous solution (i.e.,
deliquescence). Density, curvature, and mass transfer
effects are not considered.
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Figure 20. Dependence of efflorescence relative humidity
on ammonium content for aqueous (NH,;),H,-,SO, droplets.
Efflorescence values of aqueous particles are shown by the
dashed—dotted lines.”® Relative humidity values for initial
water uptake by dry particles are shown by the dashed line.
RH values of saturated solutions are shown by the solid
line. The hysteresis gap is the region between the solid and
dashed—dotted lines. The shaded regions indicate satura-
tion with respect to one or more solid. The thin lines are
unity saturation with respect to (NH,4)>SO4, (NH4)3H(SO4),
and NH;HSO, as derived from the model of Clegg et al.134
The straight edges on the shaded regions are arbitrarily
drawn, and the real system undoubtedly contains curva-
ture, but accurate data are not available.

saturated aqueous solution. However, it is interesting
that the efflorescence behavior is a continuous func-
tion because a discontinuity might be expected when
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a different crystal forms favorably, as reported by
Tang and Munkelwitz’ in different mole fractions
of NaCIl/KCI mixed with H,O. Below 0.6 mol fraction
of KCI, the efflorescence RH is 45% whereas it
changes abruptly to 65% above that mole fraction.
The results shown in Figure 20 for the (NH4)2SO./
H,S0,4/H,0 system disagree with Han and Martin,%¢
who found only (NH4),SO4(s) crystallizes from par-
ticles in this chemical system for RH < 10%. The
work shown in Figure 20 was carried out by single-
particle levitation and provided for observations
times of hours whereas Han and Martin carried out
their experiments as a flowing aerosol stream with
an observation time shorter than 1 min. These
different observation times may rationalize the dif-
ferences in observed efflorescence behavior.

The efflorescence RH values for selected chemical
systems are summarized in Table 3. The general
effect of a hysteresis gap between deliquescence and
efflorescence RH values is apparent. A comparison
of the deliquescence RH values among different
laboratories shows good agreement. The results for
efflorescence RH values, however, do not show uni-
form agreement. In cases of differences, rationaliza-
tions based upon differing observation times or
system volumes are sometimes possible. In other
cases, many scientists accept the lowest reported
value and assume that significantly higher values
indicate impurities acting as good heterogeneous
nuclei are contained within the aqueous droplet. The
chemical systems NaNO3/H,0, NH4;HSO4/H,0, and
NH4NO3/H,0 are noteworthy because several work-
ers agree that these systems do not readily crystallize
at even the lowest RH values, at least for the particle
volumes and observation times considered.

2. Supercooling with Decreasing Tempera-
ture. When low solute mole fractions of the
(NH_4)2S04/H,S04/H,0 system are cooled, ice forms.
Figure 21 shows the difference between melting and
freezing temperatures as a function of solute mole
fraction for 5—50-umdropletscooled at 10 K min—1,1019.1%4
A decrease in both the melting and the freezing
temperatures is obtained for acidified compositions.
The effective role of H,SO, in preventing crystalliza-
tion is not entirely understood and is not confined
entirely to ice. For example, concentrated HNO3/H,0
solutions (x = 0.209) nucleate NAT readily at 215—
218 K, but the addition of even small amounts of H,-
SO, (e.g., x = 0.001) significantly depresses the NAT
formation temperature.?® The small concentration of
H,SO, and its large effect on nucleation kinetics is
not well-understood and suggests an active role by
H,SO, in preventing critical cluster formation.

A common feature of experiments on nucleation
kinetics is often disagreement among workers em-
ploying different apparatus. Refs 12, 39, and 195
disagree with Figure 21, for example. Reasons for
some of the differences might be as simple as report-
ing freezing temperatures instead of J values for
apparatus that employ different observation times
and particle volumes. More subtle reasons might
include mass transfer aspects in the apparatus and
different sensitivities to fractions of frozen particles.
An analysis of the common apparatus with a view-
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Table 3. Deliquescence and Efflorescence Relative Humidities of Selected Chemical Systems at 298 K&
system deliquescence RH efflorescence RH comment ref

CaCl,/H,0 32.3 (-6H;0) 293 K 71
CaCly/H0 not observed (-4H,0) 293 K 71
CsCIl/H,0 66.5 32.3 + 0.003 50
FeCls/H,0 77 (-6H,0) 48 293 K 71,74
KBr/H,0O 81+1 52 293 K 71,74
KCI/D,O 88 62 56
KCI/H0O 84.3 53 81
KCI/H0 91 59 56
KCI/H,O 84.3 59 293 K 71,74
KF/H,O 17.7 9.0+0.1 50
MnCly/H,0 57.4 (-4H,0) 30 293 K 71,74
MnSO./H,O 84.1 (-5H,0) 293 K 71
Na,SO4/H,0 84 57 51
Na;SO4/H>0 85 (anhydrous) 55 293 K 71,74
Na,SO4/H,0 93 (-10H;0) 293 K 71
NaBr/H,O 45 (anhydrous) 22 293 K 71,74
NaBr/H,0O 58 (-2H,0) 293 K 71
NaCl/H,0 75+1 43 +2 25
NaCl/H,O 75.7 43 81
NaCl/H0 75.3 455+ 0.6 50
NaCl/H,O 75+ 1 44 293 K 71,74
NaCl/H,0 75+2 40+2 193
NaCl/H,O 50 + 15 9
NaCl/KCI/H,0 73.8+0.5 83
NaCl/KCI/H,O 73.8 38 for Xnac1 > 0.4 75,81
NaCl/KCI/H,O 64 for Xnaci < 0.4

NaNOs/H,0 74.5 not reproducible; eff. 0 < an,0 < 0.30 51
NaNO3s/H,O 74.3 not observed 50
NaNOs/H,O 70 40 40
NH,CI/H,0 77 45 293 K 71,74
NH;HSO4/H,0 39+2 not observed 25
NH;HSO4/H,0 39 81
NH;HSO4/H,0 40 not reproducible; eff. 0 < a0 < 0.22 51
NH;HSO4/H,0 39.0+05 84
NH4HSO./H,0 not observed 193
(NH4)2S04/H,0 79+1 33+2 25
(NH4)2SO04/H,0 79+2 35+2 13
(NH4)2S04/H.0 79.5 36 81
(NH4)2SO04/H,0 80 37 51
(NH4)2S04/H,0 80.0+1.2 34.7+04 79
(NH4)2S04/H,0 81 48 293 K 71,74
(NH4)2S04/H,0 80 42 21
(NH4)sH(SO4)2/H0 69 81
(NH4)3H(SO4)2/H,0 69 35 51
(NH4)2S04/(NH4)3H(SO4)./H.0 69.0 + 0.5 83
NH4NO3/H.0 60 not observed 21
NH;NO3/H,0 not observed 72
NH4NO3/H.0 not observed 193
(NH4)sH(SO4)2/NH4sHSO4/H,0 39.0+05 83
2NH;NO3z¢(NH,),S04/H,0 56.4 81
(NH4)2SO4/NH4NO3/H,0 77 18 3:2 molar ratio 77

a Not observed often indicates extreme conditions, close to 0% RH. In one case, P(H,0) was reduced to below 10> Torr for
NH4NO3/H,0.7 Pure aqueous systems of NaNOz/H,0, NH;HSO4/H,0, and NH;NO3/H,0 do not commonly effloresce. In the reported
literature, the minimum efflorescence RH is usually accepted, and higher reported values are generally understood to indicate
impurities in the chemical systems that can induce heterogeneous nucleation. In systems containing two or more salt components,
the efflorescence RH depends on the molar ratio of the constituents (e.g., NaCl/KCI/H;0).

point of intercomparing results is a critical need.
The concept of idealized trajectories was introduced
for Figure 11. Supercooling as described by Figure
21 is appropriate for test tube trajectories, but more
convenient expressions are possible for atmospheric
trajectories. In particular, temperature and relative

humidity with respect to ice are often made during

field campaigns (cf. Figure 9). Hence, it is convenient
to express supercooling in those terms: At constant
temperature what ice supersaturation ratio must be
obtained for homogeneous ice nucleation to begin?
The inset of Figure 22 is a combination of the
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Figure 21. Kinetic phase diagram indicating the temper-
ature and mole fraction at which ice nucleation becomes
rapid in aqueous (NH,4),S04/H,S04/H,0 solutions (i.e., the
freezing lines) when homogeneous nucleation is believed
to be the freezing mechanism. The data are from refs 10,
19, and 194 for 5—50 um droplets cooled at 10 K min1,
The gap between freezing and melting lines shows the
region of supercooling. Freezing lines depend on observa-
tion time and system volumes (eq 5); volume nucleation
rates (Figure 31) obviate these extensive properties of
freezing lines. As compared to melting lines, freezing lines
are more difficult to determine and often are different
depending on the experimental method employed. Dis-
agreements with Figure 21 are found in refs 12, 39, and
195, for example.
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Figure 22. Kinetic phase diagram represented in coordi-
nates of critical ice saturation ratio and temperature. The
inset of Figure 22 is described in Figure 12. The composi-
tion of an aqueous particle dilutes in a cooling air parcel
until the idealized atmospheric trajectory intersects the
freezing line where ice forms, as indicated by the inset
arrow. Ice saturation at freezing is called the critical ice
saturation ratio. The critical ice saturation ratio is shown
as a function of temperature as inferred from the experi-
ments shown in Figure 21 for 5—50 um droplets of H,SO,/
H,0, NH4HSO4/H,0, and (NH,4)>,S04/H,0 cooled at 10 K
min~-1. Data sources are the same as those in Figure 21.

contours of constant ice saturation ratio from Figure
12 and the supercooling from Figure 21. The inter-
section of the supercooling line with an idealized
atmospheric trajectory occurs at a specific ice satura-
tion ratio and temperature. By considering many
trajectories, a set of freezing conditions can be
assembled. Figure 22 shows the critical ice saturation
ratio that must be attained for freezing to occur as a
function of temperature for the systems H,SO4/H,0,
NH4HSO4/H,0, and (NH4)2:SO4/H,0. It should be
noted that the three lines must intersect for pure
water at 233 K. Figure 22 shows that homogeneous
ice nucleation from (NH;),SO4/H,S0O4/H,0 haze to
initiate cirrus cloud formation requires saturation
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ratios exceeding 1.45 for the warmest clouds and 1.55
for typical temperatures in the upper troposphere.

The idealized trajectories shown in the inset of
Figure 22 are for aqueous solutions of constant water
vapor pressure over a flat surface. In the real
atmosphere, the aqueous composition of particles
often does not fully equilibrate with the vapor phase
during rapid cooling. Even when equilibrium is
maintained, the trajectories are size-dependent due
to the Kelvin effect. In addition, constant water
partial pressure may not be maintained due to
scavenging by, for example, ice particles formed by
heterogeneous nucleation. The critical ice saturation
lines shown in Figure 22 do not incorporate these
complexities. In addition, they are derived for 5—50-
um particles cooled at 10 K min~!. For an accurate
application to atmospheric results, these Kinetic
results are better converted to homogeneous volume
nucleation rates, J (cm~2 s71), and then applied in a
microphysical model.

Figure 22 begs the question of whether the func-
tional forms of critical ice saturation ratio values
versus temperature are constrained to occupy a
particular region of the saturation ratio—temperature
space. We can explore this question by considering
an ideal solution. The activity—mole fraction rela-
tionship of three hypothetical systems showing linear
(Raoult’s law), quadratic, and cubic responses are
shown in Figure 23A. For the linear form, contours
of constant ice saturation ratio are calculated in
Figure 23B by employing the known vapor pressure
temperature dependencies of liquid water and ice.1?"1%7
Overlaid in Figure 23B is the supercooling line
obtained by setting A = 2 where the freezing tem-
perature is given as 233 K + AAT(x) where AT(x) is
the equilibrium freezing point depression and x is the
total ion mole fraction composition (see eq 11). As
with the inset in Figure 22, Figure 23B is sufficient
to construct a diagram of critical ice saturation ratio
versus temperature (Figure 23C). Within ice satura-
tion ratio—temperature coordinates, the ideal solu-
tion behaves remarkably similarly to H,SO4/H,0,
NH;HSO./H,0, and (NH4).SO4/H,0. The functional
form is insensitive to changes in the hygroscopic
model to quadratic or cubic form, the number of ions
into which the salt dissociates, or the molecular
weight of the salt. The sensitivity to increasing
changes of £25% 4 is shown by the dashed lines. The
conclusion is that, in the ice saturation ratio—
temperature representation, the functional form is
constrained to a limited region, and so most aqueous
particles, all other factors being equal (e.g., particle
size), will behave similarly with regard to homoge-
neous nucleation along idealized atmospheric trajec-
tories.

Figure 24 shows another relationship useful for
modeling phase transitions in the atmosphere. One
often knows the ice frost point temperature of an air
parcel. It would be convenient to know how much
supercooling occurs below that temperature before
ice formation begins. The inset in Figure 24 shows
that the temperature difference is equal to the
segment length normal to the horizontal line pre-
scribed by Tt and the intersection point of the
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Figure 23. ldeal solution behavior. (A) Water activity for
three different solution behaviors, including linear (Raoult's
law, a = 1 — x) (solid line), quadratic (a = (1 — x + (1 —
X)2)/2) (dotted line), and cubic(a=(1 —x+ (1 —x)2+ (1 —
x)3)/3) (dashed line) dependencies on total ion mole fraction.
(B) Phase diagram showing ice saturation (thick line) of
an ideal linear solution. Ice saturation ratio contours
(dashed lines) and ice freezing line (1 = 2) are shown. The
diagram can be compared to the inset of Figure 22. The
positions of the lines are sensitive to the hygroscopicity of
solution (i.e., panel A) and the freezing parameter, 1. (C)
Critical ice saturation ratio as a function of temperature
for an ideal solution (thick line, A = 2). This line is not
sensitive to the choice of the hygroscopic model, to the
number of ions into which the salt dissociates (v), or to the
molecular weight of the salt. The sensitivity to 4 is shown
for 25% variation (dashed line); an increase in 4 yields a
higher critical ice saturation. For comparison to Figure 22,
the critical ice saturation lines of (NH,),SO4(aqg), NH;-
HSO4(aqg), and H,SO4(aq) are shown (dotted lines).
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Figure 24. Kinetic phase diagram represented in coordi-
nates of critical supercooling and temperature. The inset
is described in Figure 12. The composition of an aqueous
particle dilutes in a cooling air parcel until the idealized
atmospheric trajectory intersects the freezing line where
ice forms, as indicated by the arrow. The temperature
difference between the freezing temperature and the ice
frost point of the air parcel is called the critical supercool-
ing. The critical supercooling in H,SO4/H,0 particles as a
function of an air parcel’s ice frost point temperature is
shown. Data sources are the same as those in Figure 21.

idealized atmospheric trajectory and the supercooling
line. The supercooling values are compiled for many
trajectories and plotted as critical supercooling versus
the ice frost point temperature, as shown in Figure
24. Aqueous sulfuric acid droplets cool 3.0 to 3.5 K
below the ice frost point temperature. The relatively
flat response of the function arises from the approach
of idealized atmospheric trajectories to zero slope in
temperature—composition coordinates at dilute com-
positions. In fact, polar stratospheric clouds, which
are dominated by HNO3/H,O at Tt Of the polar
winter, are often treated in models as forming 2.5—
3.5 K below Tist due to the homogeneous nucleation
of ice.1987199

3. Expectation Times and J Values. Quite often,
a phase transition is stated as occurring at a specific
temperature or relative humidity. In fact, more exact
statements specify the system volume and the ob-
servation time. The expectation time, <t>, for the
production of crystalline germ is

_ 1
G0= 5y (5)

where J (cm~2 s71) is the volume homogeneous
nucleation rate and V (cm?®) is the control volume.
When crystal growth is rapid, eq 5 also provides the
crystallization time of a particle of volume V. For an
ensemble of particles, the distribution in <z> follows
Poisson statistics.?® Figure 25 provides an example
of the stochastic nature of crystallization.”® The
relative humidity around single particles of
(NH4)2S04/H,0 and NaCl/H0 is cycled several times
to observe the reproducibility of the efflorescence RH
value in single particles. The dashed lines show the
expectation value of the experiments.

Two common types of experiments on phase transi-
tions are (a) those that hold temperature (or relative
humidity) constant while the fraction of particles in
an observed states changes with time or (b) those that
cool (or dry) continuously while the phase of the
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Figure 25. Stochastic nature of crystallization. The mole
fraction at which spontaneous crystallization occurs is
shown for single particles (20 um) suspended in an elec-
trodynamic balance. Filled and open symbols are different
particles (i.e., a single particle is cycled several times within
the same symbol set). (Adapted with permission from ref
78. Copyright 1984 Academic Press.)
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Figure 26. Median freezing temperatures of 7—33 um of
HNO3/H,0 droplets (x = 0.33). (Adapted with permission
from ref 192. Copyright 2000 American Geophysical Union.)

particles is observed. J values are calculated from
the experimental results for these respective experi-
ments, as follows:2°0

T) aN(T
J(M = —%%aa—(t) (6b)

where N is the number of particles still in the initial
state (e.g., agueous) and r is the cooling rate. Mono-
disperse particles of volume V are assumed; in real
applications with polydisperse particles, V is treated
as the mean droplet volume.®

Equation 5 holds for all system volumes that are
much larger than the germ size, approximately 10—
25 A for NaCl/H,O and (NH,),SO4/H,0O aqueous
solutions at 298 K.”® Figure 26 shows the dependence
of crystallization temperature on system volume for
NAD crystals from 0.33 mol fraction of HNO3/H,0.1%?
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The minimum system volume of 5 x 107! ¢cm~3
corresponds to a sphere of 2.3 um radius, and the
critical germ size is much smaller. In this case, the
linear relation anticipated from eq 5 is obeyed. In
these experiments, the system is cooling at a constant
rate so that the temperature at which 50% of the
particles freeze corresponds to observing the particles
at a given temperature for specified time period (i.e.,
the inverse of the cooling rate).

In some cases, the dependence of <> on experi-
mental variables (e.g., temperature) exceeds the
experimentalist’s control over those variables. Con-
sider an apparatus with a variable observation time,
t, containing a large ensemble of particles. A detector
in the apparatus responds linearly to the number
concentration of particles composed of specific phase.
The ideal system will be observed to undergo a phase
transition if <t> < t. In principle, it should then be
possible to vary t and some experimental condition
such as temperature or composition and thus deter-
mine different <z> values for the several conditions.
In real experiments, however, there are always
uncertainties and perhaps gradients in temperature
and composition within the apparatus as well as
limits to the dynamic range of t. There are important
implications on measurements of <t>. An experi-
ment with a temperature resolution of 1 K provides
a convenient example. A freezing temperature is
observed, but at 1 K warmer nothing freezes within
the longest observation and at 1 K cooler freezing
occurs before the shortest observation time. Hence,
it is not possible to associate an accurate observation
time with the freezing temperature, although it is
possible to declare limits on the observation time.

The effects of uncertainties on <z> are calculated
by obtaining the full derivative of eq 5 as follows:

D= — %DJ —~ LZDV @)
Jv VAR

The volume rate J depends on temperature and
chemical composition. As an example, a change in
water activity, a, affects J but not V, and we obtain

@0 1 a1 WV
d9a J(@)’v 9  v2J(a) 9a
1. 1 3
Y, J(a)® 92 ®

The capability in the experiment to control a within
40 is associated with controlling the expectation
time, as follows:

aF0
[{Chin = (2 — o)~ G(a)1- o, =

1 1 3
[ (a)H- oy S 92
a0
Bl = (@ + o)~ H@)H 0~ =
#(a)— al 1 E (9)

V J(a)? 9a
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Figure 27. Median freezing temperatures as a function
of cooling rate for 3—12 um of H,SO4/H,0 droplets (x =
3.9—4.5 x 10739). For the rapid cooling rates (> 10 K min=1),
at least part of the apparent drop in freezing temperatures
arises from an experimental artifact of a lag time for
temperature propagation from the location of measurement
by a thermocouple and the particles’ support. The other
part of the drop in freezing temperature is accounted for
by the reduced observation time due to rapid cooling (cf.
eqs 5—9 in text). (Adapted with permission from ref 19.
Copyright 1998 American Chemical Society.)

where a Taylor expansion is shown. The expansion
is not accurate for typical +o values, but it serves to
show the essential dependence on the slope of J with
a. When the dynamic range of the experiment is less
than <7>nin and <t >, then a phase transition
activity is stated without an accurate observation
time. When the dynamic range of t corresponds to
typical range of other applications, this fact is not a
problem. Usually laboratory dynamic ranges are
seconds to hours, and laboratory intercomparisons
are often possible. In contrast, atmospheric processes
can sometimes be of weeks, so appropriate awareness
of these facts is warranted.

Figure 27 indicates the dependence of reported
freezing temperatures on observation time, which is
inversely related to cooling rate, for ice formation in
0.004 mol fraction of H,SO4/H,0.%° In principle, there
is no simple relationship (e.g., linear or exponential)
between the reported freezing temperature and the
observation time because of the dependence of J on
both temperature and composition. It is possible to
form glasses (i.e., obviate freezing entirely) by rapid
guenching of aqueous solution in liquid nitrogen37-183
or to form crystals at the thermodynamic melting
temperature provided an infinite observation time.

Figure 28 shows the dependence of J on tempera-
ture for ice formation in water. The slope is directly
9J/9T, akin to 3J/9a in eq 9. There is roughly a 10-
fold increase in nucleation rate per degree Kelvin.
An experiment with +£1 K temperature control and
only an order of magnitude capability to vary t would
not be able to see any differences in freezing tem-
perature, and thus the experimenter would report a
single freezing temperature for ice (at constant
system volume). Ice nucleation from water and other
aqueous solutions has very strong dependencies of J
on T. Figure 29 shows that NAD formation in a
stoichiometric aqueous solution has a weaker tem-
perature dependence of roughly a 10-fold increase per
3 degees K. The study of NAD nucleation Kkinetics in
the lab is then less exacting than ice formation. SAT
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Figure 28. Measured volume nucleation rate in pure
water as function of temperature (cf. Figure 31). Solid
circles: ref 192. Crosses: ref 201. Open triangles: ref 202.
Open diamonds: ref 203. (Adapted with permission from
ref 192. Copyright 2000 American Geophysical Union.)
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Figure 29. Volume nucleation rates, J, of HNO3-2H,0 in
7—33 um of HNO3/H,0 (x = 0.33) droplets. Small crosses:
experiments at constant cooling, ref 192. Open triangles:
experiments at constant temperature, ref 192. Long dashed
line, ref 204. Squares, ref 24. Circles, ref 23. Large crosses/
dotted line: limits calculated from ref 64. Solid line: fit to
the data. (Adapted with permission from ref 192. Copyright
2000 American Geophysical Union.)

nucleation from stoichiometric solutions is again an
order of magnitude in J per degree Kelvin.?%> How-
ever, its overall volume nucleation rate is slow and
hinders convenient laboratory measurement.?® At
least, however, upper limits to the J values can be
calculated. A maximum J value of 5 x 1078 cm=3s71
is obtained, as compared to the much larger values
of NAD shown in Figure 29.

Although a composition containing NAT is ther-
modynamically favored for a 0.33 mol fraction solu-
tion (Figure 14A), NAD nucleation often occurs more
rapidly. Quite often when an aqueous solution is
saturated with respect to one or more solids, the first
solid to nucleate is metastable. This phenomenon is
termed Ostwald’s rule of stages.t’®2%6 The volume
nucleation rate to form a metastable solid tends to
be higher than the most thermodynamically stable
solid. Metastable solids are less thermodynamically
favorable and have higher solubilities. In this case,
the surface tension between a crystalline germ of this
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material and the aqueous solution tends to be small.”
Critical germs thus form rapidly because only a small
surface energy barrier must be overcome. Later,
germs of the thermodynamically stable phase form
and the system gradually changes from the meta-
stable to the stable composition through Ostwald’s
ripening. On the basis of laboratory results, Fox et
al. suggested that NAD nucleation is preferable to
NAT from supersaturated H,O and HNO; gaseous
mixtures and that other metastable phases possibly
exist and participate in polar stratospheric cloud
formation.**

Submicron aqueous particles in the atmosphere
may nucleate unexpected crystalline phases as com-
pared to measurements in the laboratory on larger
system volumes for several reasons. Because of the
small volume of a submicron particle, a single
nucleation event requires more time (eq 5) as com-
pared to a larger volume system. As a result, low
water activities are reached and, in this case, whereas
J, for an a-modification may be fast at higher water
activities, Jg for a f-modification may dominant at
the lower water activities. In this case, the S-form
would nucleate first in the submicron particles.
Another way to obtain a different phase is tied to
Ostwald’s rule of stages. In this case, both large and
small volume systems are assumed to nucleate the
p-phase first. In the large volume system, an o-germ
forms sparsely but grows through Ostwald’s ripening
so that the whole system converts from g to a. In a
small volume system, the probability to form an
a-germ is negligible, so the system persists in the
p-form. In atmospheric chemical systems studied to
date, there is generally a good correspondence be-
tween phases nucleated in large and small volume
systems. However, at least one exception is noted for
NH4HSO,, which appears to form a new crystalline
form only known for small particles.?®® Figure 30
shows the Raman spectrum of a- and S-NH4HSO,,
with respective deliquescence RH values of 40 and
37%.2%8 There is some controversy surrounding this
solid, and it may form by heterogeneous nucleation
on impurities. Other research groups report the
persistence of NH;HSO,4(aq) even to low RH values
(Table 3).

E. Heterogeneous Nucleation
i. Nuclei Contained Inside Atmospheric Particles

Aqueous atmospheric particles often contain in-
soluble inclusions such as soot or mineral dusts.?9°-211
Mineral dust components include silicates, alumino-
silicates, and iron oxides???13 and are known by
several names, including metal oxides, crustal com-
ponents, aeolian dusts, and Harmmatan dusts.?4215
These materials provide well-ordered atomic arrays
that one would suspect of imparting local order into
nearby aqueous solutions and thus increasing the
frequency of critical cluster formation.?16-218 Common
global sources of the crustal components are Saharan
and Gobi Desert dusts.?197228 Satellites provide excel-
lent global images showing wide seasonal and geo-
graphical dependencies of Saharan and Gobi Desert
dusts.??® The dusts advect long distances over the
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Figure 30. Raman spectra obtained for (top)

a-NH4HSO,(s) and (bottom) S-NH4HSO,(s). The a-form is
well-known, but the S-form is hitherto unknown and
appears to nucleate only in small (<50 um) droplets. The
small droplets reach high supersaturations without nucle-
ating the a-form, thus making possible g-nucleation. The
aqueous droplet probably contains a heterogeneous nucleus
because impurity-free NH;HSO4(aq) does not readily crys-
tallize, even to 0% RH (see Table 3). (Adapted with
permission from ref 208. Copyright 1995 Taylor & Francis.)

Atlantic and Pacific Oceans and become coated with
various sea salts, sulfates, nitrates, and other elec-
trolytes when passing through marine or polluted
continental regions.230-2%

Andreae et al.>*¢ report that a large fraction of the
silicate mineral aerosol from the remote marine area
is internally mixed with sea salt. Parungo et al.?¥"
find that dust particles from China are coated by
secondary aerosol components emitted from indus-
trial regions. Levin et al. report that mineral dust
particles from air masses in the eastern Mediter-
ranean passing into Israel are coated with sulfate and
other soluble materials.?3® Piketh et al. report that
aeolian dust outflows from South Africa over the
Indian Ocean are coated with sulfate.?®® Cloud pro-
cessing is likely one important coating mechanism.*®
In addition, gas-phase constituents such as NO; can
deposit on metal oxide surfaces to form surface-
adsorbed nitrate,?*%24! and infrared spectroscopy of
collected aerosol shows chemisorbed nitrate features
on mineral dust components.?*> Dentener et al.,?*3
Zhang and Carmichael,?* and Song and Carmicha-
el?%> employ a combination of field measurements and
three-dimensional regional and global model calcula-
tions to conclude that mineral particles are frequently
coated by nitrates and sulfates in the atmosphere.

There is a common belief that mineral dusts appear
in a supermicron mode while electrolytes appear in
a submicron mode. While often true on a mass basis,
the proper question for heterogeneous nucleation is:
How often are submicron mineral dusts constituents
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found in association with electrolytes? Niimura et al.
report that 30—60% and sometimes up to 100% of
Gobi dust particles are coated by sea salt by the time
these particles reach Nagasaki.?*¢ Transmission elec-
tron micrographs of particles collected over the open
ocean show many examples of submicron oxides
coated by sulfates, nitrates, and sea salt.?3%232 In fact,
the mode size of African dusts off shore is below 1
#m.?*” In a recent inventory of emissions in the Los
Angeles area, 167 kg day ! of PM2.5 is prescribed,
of which 67 kg day is crustal components.?*¢ Ichoku
et al.?*® also report crustal components in the fine
aerosol mode in Israel. In the stratosphere, less is
known but Murphy et al. reported that iron is present
in about half of the mass spectra of individual
particles.?®® Whether the iron is dissolved or incor-
porated in an crystalline oxide matrix is unknown.
In conclusion, although most laboratory work on
tropospheric aerosols has focused on homogeneous
nucleation of crystalline phases from aqueous elec-
trolytes, the frequent occurrence of heterogeneous
nuclei suggests this area is important for future
laboratory work.

ii. Observations and Concepts

Initial work on heterogeneous nucleation by metal
oxides and soot incorporated inside aqueous electro-
lytes has been done by several groups.!3:21:196,251-255
A larger literature® exists on heterogeneous nucle-
ation of ice in water droplets (i.e., no or very dilute
dissolved salts), often related to cloud seeding experi-
ments. Ice formation in mid-troposphere clouds be-
gins at temperatures much warmer than those
associated with homogeneous ice nucleation in pure
water. For example, mixed-phase clouds as warm at
—5 °C are common. Research in this area®® attempts
to quantify and understand the temperatures at
which naturally occurring heterogeneous nuclei, in-
cluding those from biogenic sources,?®257 or anthro-
pogenically produced Agl cloud-seeding®0-258-260 par-
ticles induce ice formation in dilute (i.e., water
activity approaching unity) aqueous droplets,200.261-266
Early work also investigated the role of dissolved
salts in reducing freezing temperatures, principally
for heterogeneous nucleation (typically, —5 to —30
°C).159:267-270 The contrast should be pointed out that
this early work was mainly on dilute solutions (under
1 m) whereas today’s laboratory investigations on
cirrus and PSC formation are on more concentrated
electrolytes (1—10 m) at temperatures from —40 to
—90 °C in connection with the effect of the electro-
lytes on inhibiting homogeneous ice nucleation.

Gold provides a striking example of effective het-
erogeneous nucleation; supercooling of 5-um aqueous
sulfuric acid droplets is reduced from 40 to 20 K.?¢
The contact angle, ©, between gold and water is 65.5°
(Table 5.2 of ref 2). Koop et al. were able to eliminate
heterogeneous nucleation and observe homogeneous
nucleation by coating silica (@ = 43—52°) with a
monomolecular hydrophobic silanizing agent (Prosil
28, ® > 100°).2° In contrast to the relative ease with
which ice nucleates heterogeneously, acid hydrates
in concentrated aqueous solutions of H,SO, and
HNO; do not appear to nucleate readily at low
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Table 4. Relative Humidities (£2%) at Which
Efflorescence Occurs for (NH,),SO4/H,O Droplets at
298 K2

heterogen- RH surface area  obsn

eous efflor- of inclusion time

nucleus escence (um?) (min) ref

none 33-37 na na see Table 3
am-SiO; 35 3 1 271
AlgSi, 013 42 3 1 271
BaSO, 46 0.1 1 253
a-Fe,03 47 3 1 271
a-Al,O3 48 3 1 271
CaCOs 49 0.6 1 253
0-Al,03 57 40 1 13
ZrO; 59 40 1 13
TiO, 65 40 1 13

aVariations in the specific surface areas of the inclusions
and in the observation times may affect the observed RH
values for efflorescence. The deliquescence relative humidity
is 79.5% at 298 K.

temperatures (<200 K) even when in contact with
several metal oxides representative of meteoritic
material.?>> At 298 K, however, seven metal oxides
increase the efflorescence relative humidity of
(NH4)2S04/H,0 particles from 35% for homogeneous
nucleation up to 65%, as shown in Table 4.3

For these seven metal oxides as well as other
heterogeneous nuclei, crystallization occurs as de-
termined by the heterogeneous nucleation area rate,
jki (em~2 s71), specific to each crystal face k of each
mineral component I. In addition, the nucleation
efficiency of each face depends on its processing, i.e.,
presence of defects and other nucleation centers. At
a specific relative humidity (i.e., an,0), each face of
area Ay, (cm?) has a probability of inducing nucle-
ation after a time t as follows: Py (t) = 1 — exp-
(=jk1Ak t). The overall probability of a transition is
then as follows:

P()=1- D(l = Py (10)

Even for a particle containing a single component
(i.e., 1 = 1), a closed-formed crystal will have at least
six faces (i.e., a cube, k = 6) and likely many more
for real crystals. In addition, each face has numerous
defect sites not included in the description for eq 10.
In contrast, as shown in Table 4, typical data col-
lected in a heterogeneous nucleation experiment are
insufficient to constrain eq 10. However, with the
hypothesis that one specific mineral face (viz., k*,1*)
exceeds the efficiency of all others (i.e., Py >
{Pii} k= 1=21+), then eq 10 simplifies: P(t) ~ Pyx . If
the hypothesis is accurate, determining the efflores-
cence RH associated with an assemblage of minerals
in a single particle requires knowledge of only the
most active component (i.e., maximum RH value
shown in Table 4). Furthermore, the effect of differ-
ences in size and shape of the same mineral compo-
nent in one particle versus another (or laboratory
versus atmospheric particles) centers upon whether
the particles share the critical nucleation site k*,1*.

The physical complexity inherent in eq 10 for a
single particle is simplified by two common hypoth-
eses regarding either singular or stochastic hetero-
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geneous nucleation in a population of particles.5262
The stochastic hypothesis views each aqueous par-
ticle as containing enough (i.e., very many) hetero-
geneous nuclei such that each particle is equivalent.
In this case, the probability of a single particle
undergoing a phase change is stochastic. Phenom-
enologically, the particles behave just as though they
are undergoing homogeneous nucleation except for
undergoing a phase change at lower supersatura-
tions. In contrast, the singular hypothesis envisions
that heterogeneous nuclei of different efficiencies are
distributed among the aqueous particles, and that the
total number of heterogeneous nuclei is insufficient
for statistical homogeneity among the aqueous par-
ticles. Each nuclei is assigned a specific activity
(similar to k*,I* hypothesis above). Those particles
that phase change first are presumed to contain more
active heterogeneous nuclei. When the system is
cycled, these same particles should again activate
first. In addition, the critical temperature (or relative
humidity) to induce the phase change is independent
of the cooling rate. These last two points phenom-
enologically distinguish the singular and stochastic
hypotheses.

In addition to mineral dusts, soot is a common
constituent in tropospheric aerosol, with as much as
10—-45% of tropospheric sulfate particles appearing
to contain soot even in remote marine aerosol.?’?
Recent laboratory work on soot has shown it is not
an effective nucleus for ice formation in H,SO4/H,0
particles,?®? not for SAT nucleation in x = 0.20
particles of H,SO4/H,0,%?"® not for crystallization of
NaCl droplets at 298 K,?’* and not for crystallization
of (NH4)2SO4/NH;NOs/H,0 at 298 K.?! In agreement
with these laboratory results, measurements of ice
nuclei concentrations in aircraft plumes containing
soot particles show no changes from background
levels in the upper troposphere.?’®> Soot probably is
not an effective heterogeneous nucleus because it
does not contain a regular array of atoms that induce
local order in the nearby aqueous medium. [The
structure of soot is usually planar graphite as a
hydrophobic core with onion layers of increasing
hydrophilic material. The surface exposed to the
aqueous medium is often oxygenated, diverse, and
amorphous.?76-278]

It has been suggested that the high frequency with
which soot occurs as an evaporation residual of
contrail ice particles indicates aircraft soot is a
heterogeneous nucleus for ice.?’?2%0 |n light of the
laboratory and field evidence to the contrary, how-
ever, two alternative explanations appear more ten-
able. First, the high particle number density of soot
particles in a contrail suggests that they may ag-
glomerate with the larger ice particles via coagula-
tion. Second, because relative humidities above 100%
with respect to liquid water are obtained due to fast
cooling of the jet exhaust, aqueous particles dilute
and rapidly freeze via homogeneous nucleation. The
unusually high ice particle number densities typical
of contrails, as compared to cirrus clouds, are con-
sistent with homogeneous nucleation as the domi-
nant mechanism during rapid cooling. Prior to freez-
ing, the aqueous particles may contain soot particles
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with high frequency, so the resulting ice particles also
contain soot. Both proposed alternatives explain the
high frequency of soot in association with contrail ice
without invoking soot as a heterogeneous nucleus.

Another possibility for heterogeneous nucleation
occurs in atmospheric particles after an initial pre-
cipitate forms. For example, in aqueous H,SO4/H,0
droplet, if ice homogeneously nucleates, then ice could
possibly heterogeneously nucleate acid hydrates from
the H,SO4-enriched residual liquid. In this type of
experiment, ice was found to be a good heterogeneous
nucleus for SAT.?6 In related experiments, crystal
seeds (e.g., ice, NAT, or SAT) were added to test tubes
containing supercooled liquids and workers observed
if further crystallization in the liquid was induced.>
As expected, acid hydrates readily promote further
crystallization in solutions already supersaturated
with respect to the added hydrates. Most acid hy-
drates are also good nuclei for ice. However, it is
usually found that acid hydrates do not act as good
heterogeneous nuclei for other acid hydrates (e.g.,
NAT is a poor nucleus for SAT and vice versa*®) and
that ice is not a good heterogeneous nucleus for acid
hydrates.?® This relationship is perhaps understood
by noting that the acid hydrates, being composed of
mixed chemical compositions, require both spatial
and chemical matches on underlying heterogeneous
substrates for rapid nucleation to occur. Ice, in
contrast, requires only a good spatial match because
it is composed of a single chemical component. This
explanation is consistent with the observation that
SAT, once associated with NAT, appears to undergo
surface changes to accommodate the NAT crystal.
These changes are persistent upon SAT evaporation
such that SAT is a good heterogeneous nucleus for
NAT condensation when again introduced into a
supersaturated NAT conditions.®® See Koop et al.t%®
for a further account of PSC formation pathways or
Peter?8! for a history of the development of PSC
theories.

V. Implementation in Microphysical Models

The previous section on Kkinetics discussed nucle-
ation mostly in empirical terms. The next step is to
consider data reduction of laboratory data, possibly
as simple parametrizations, but preferably in an
intellectual framework. Classical nucleation theory
achieves limited success in understanding laboratory
data, and nonclassical theories have been applied
more recently. A successful theory could be employed
to obtain accurate values beyond the domain of
temperatures, aqueous compositions, and observation
times studied in the laboratory. In atmospheric
sciences, a further need is to develop the nucleation
theories into larger models of microphysics and
atmospheric phase transitions important in processes
such as polar stratospheric or cirrus cloud formation.
The usual approach is to parametrize the results of
nucleation theories so that the computationally in-
tensive nucleation calculations can be avoided in a
larger model considering microphysics, mass trans-
port, energy transport, and other large-scale pro-
cesses. These complex models are employed to try to
understand issues such as global warming, tropo-
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spheric ozone, the ozone hole, or visibility reduction.
Baker provides an example of the path from nucle-
ation theory to large-scale calculations of radiative
forcing and cloud formation.®

This review is not inclusive of the large amount of
work done on nucleation theory in the atmospheric
sciences. Rather, an introduction with selected refer-
ences to contemporary approaches is provided. These
approaches are conveniently divided into four cat-
egories: semiempirical correlations;126:159.282.283 ¢|as-
Sical nucleation theory;35,37,185,198,199,204,205,284,285 non-
classical theories;?26-2% and parametrizations incor-
porated into microphysical models.?®>2% The first
semiempirical correlation is that the lines in a Kinetic
phase diagram parallel those in an equilibrium phase
diagram.?®® This suggestion is perhaps startling
because there need be no necessary connection be-
tween free energies and nucleation kinetics. Even so,
Figure 21 shows that the freezing lines in
(NH4)2SO4/H20, NH,HSO,/H>0, and H,SO4/H,O ap-
pear related to the melting lines. Similar correlation
between the temperature-dependent deliquescence
and efflorescence lines is observed for (NH,),SO./
Hzo_ll,lz

A. Semiempirical Correlations

Quite commonly, the temperature at which nucle-
ation is rapid (ATy) is proportional (1) to the melting
point temperature (ATy), as follows:

AT((X) = 233 — AT, (X) (11)

where x is the mole fraction composition of the
aqueous solution. Equation 11 holds for a 50%
freezing probability for micron-sized droplets; DeMott
discusses the generalization of eq 11 in terms of an
effective freezing temperature, which allows applica-
tion to other freezing probabilities and particle
sizes.??” Equation 11 is true for many common salts
(e.g., CaCl,, MgCl,, NaCl, KCI, LiCl, and NH,CI) for
ATm up to 15 K, after which deviations become
apparent, over the typical range 1.5 < 1 < 2.0.
DeMott discusses the accuracy of eq 11 for other
atmospheric systems, and the implementation of eq
11 for atmospheric systems is shown in refs 282, 283,
and 295. Rasmussen rationalizes eq 11 by stating
that the thermodynamic properties (i.e., ATy) relate
to the kinetic processes (i.e., AT¢) because spinodal
decomposition occurs in ice formation in aqueous
electrolytes.126.158.159 |n this case, a system reaching
the extremal of the thermodynamic function becomes
unstable and rapidly nucleates stable phases. Un-
fortunately, free energy calculations based upon eq
B10 (Appendix B) do not support an explanation of
spinodal decomposition (unpublished results, Mar-
tin). A tenable rationalization of the broad applicabil-
ity of eq 11 remains an open question.

B. Classical Nucleation Theory

Classical nucleation theory provides another frame-
work to quantify nucleation rates. The basic precepts
are covered in original references?%®-3% and specifi-
cally in the context of atmospheric systems in Chap-
ter 7 of ref 2 and in Chapter XIII of ref 120. The
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probability of a chemical system forming a critical
nucleus after time t is

P() =1 — exp(—JVt) (12)

where V is the system volume and J is the volume
nucleation rate. The expectation value of the Poisson
distribution (eq 12) is provided in eq 5. The volume
nucleation rate is

germ

kT

J=aexp (13)
where a is a preexponential factor, k is the Boltz-
mann constant, T is temperature, AGgerm is the free
energy of germ formation, and AGygif is the diffusion
activation energy. The preexponential factor is loosely
analogous to a kinetic attempt frequency and its full-
form is as follows:

bN 2/39 Al/2

germ germ
3.77:1/2

kT
n_

a= h

(14)

where n is the molecular concentration in the liquid
phase, h is Planck’s constant, b is the number of
molecules per unit area of a liquid in contact with
the germ, Ngerm IS the number of molecules in a germ,
Qgerm IS the surface area of the germ, and A is a
constant for the mother liquor. In the case of a
spherical germ, eq 14 can be written as follows:

kT 2Vb\/ Ogerm
= po | germ (15)
hl kT

where v is the molecular volume and ogerm is the
surface tension of the germ in the medium. The term
in parentheses of eq 15 often evaluates to near unity,
and the approximation below is employed:

kT
arn (16)
Equation 16 often also holds for nonspherical germs.
The free energy of germ formation, AGgerm, is as
follows:

16311/203
germ

erm

_— 17
3(KT In S)? an
where S is the saturation ratio of a metastable phase
with respect to a stable phase. The third-order
dependence on ogrm mMeans this term is a critical
factor in calculations. Luo et al.?% estimated ogerm
based upon the number of bonds broken and formed
at the interface and the associated energies of each
of those bonds. Pruppaccher!® tried a similar ap-
proach by noting the anomalous behavior of hydrogen
bonding in supercooled water. MacKenzie et al.?®*
employed the Turnbull correlation to establish a
relationship between ogerm and the enthalpy of fusion
from the liquid to the crystal. Tabazadeh et al.1®®
employed Antonoff's rule to obtain ogerm (i.e., between
the crystal and the liquid) as the absolute value of
the difference between ocrystaiair aNd Gliquidzair- Tisdale
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et al.®® and Disselkamp et al.®” approached the
problem from the reverse direction by measuring J
values in laboratory experiments and interpreting
the data in the structure of eq 13 to obtain ogerm.

The saturation ratio S in eq 17 is calculated by
several methods. The models of Clegg et al., 134162
which are available on the web, are particularly
useful for direct calculations. In systems for which
the thermodynamic data are unknown, approxima-
tion methods are employed. For example, the free
energies and hence the saturation ratios of super-
cooled chemical systems having approximately tem-
perature-independent heat capacities can be esti-
mated by extrapolation from warmer temperatures
by employing a combination of the Gibbs—Helmholtz
equation and Kirchhoff's law.'%° MacKenzie et al.?%*
provide an example. With a few additional assump-
tions (see eqgs 1—12 of ref 178), the saturation ratio,
Smeit, 0f @ melt with respect to its solid (i.e., pure
water to ice) is further approximated from the extent
of supercooling, AT, the melting temperature, T, (i.e.,
273.16 K for ice), and the latent heat of melting per
molecule, L, as follows:

m

KT IN S = = AT (18)
m

We can express Smeit aS Almelt—solid = Msolid — MUmelt =
—RT In Smet (eq B9). For an aqueous solution
supersaturated with respect to ice, we have

—RT In S = Aty 0(aq)-H,0(ce)
= Mn,0(ice) ~ MH,0(aq)

_ 0
= Un,0ice) — MH,0metyy — RT In 8p,0(aq)

Combining egs 18 and 19 yields

L
kTInS= T—mAT +kTIna, o (20)
m

For sufficiently small AT/Tn, In(T/T) ~ (T — T)/
Tm, and eq 20 is then written:

-
kTInS~L, '”(Tm) +kTlna,,  (21)

Jensen et al.?842% and Tabazadeh et al.’® employ
forms similar to eq 21.

Of the key parameters in eq 13, the most intrac-
table is probably AGgix because its microscopic value
precludes direct measurement. Fortunately, J values
from eq 13 go through a maximum, and if crystal-
lization occurs at all, it usually occurs during the
approach to the maximum in most atmospheric
systems. During the approach to the maximum, J is
not very sensitive to AGgir, which is a more important
parameter (and actually responsible for) decreasing
J after its maximum. By far, the most sensitive
parameter in eq 13 is ogrm, @ quantity measurable
in principle. Most values for AGgis are based upon
the Arrhenius activation parameter observed in the
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Figure 31. Volume nucleation rate, J, calculated from
classical homogeneous nucleation theory as a function of
temperature for ice from supercooled water (cf. Figure 28).
(Adapted with permission from ref 291. Copyright 1998
American Geophysical Union.)

temperature dependence of viscosities, as follows:

aIn (n/T)
AGyx =k ) (22)
Tabazadeh et al.»®° employed this method based upon
the data of Williams and Long.3®* However, the
estimation via eq 22 of AGgjsr, for use in the calcula-
tion of microscopic nucleation rates, from macroscopic
viscous flow measurements is a source of continued
uncertainty.185199

The application of eqs 13—22 can often be confusing
because, although eq 13 is straightforward, the mire
of details in terms of g, a, S, and other values is often
difficult. One specific example including all equations
in an appendix table is provided in a pair of papers
by Tabazadeh et al.}?®3%2 The major advantage of
classical nucleation theory is that obtained data are
conveniently reduced to the functional form of eq 13.
However, major conceptual shortcomings appear to
exist in assuming macroscopic measurements of 7
and o are relevant concepts at the cluster level. In
fact, all applications of classical nucleation theory in
the atmospheric sciences calibrate at least one term
in eqs 13—22 against measurement, and many work-
ers then consider classical nucleation theory as a
semiempirical correlation. As such, any extrapola-
tions beyond the domain of calibration should be
viewed with caution. Shortcomings of classical nucle-
ation theory are further described in ref 303. Even
so, the theory is the most widely applied framework
for phase transitions in atmospheric chemistry, and
it provides the tools to integrate laboratory data and
produce straightforward and comprehensive dia-
grams of volume nucleation rates as J = (T, x). An
example of calculation results for J = (T, 0) is shown
in Figure 31.2%

C. Nonclassical Nucleation Theories

Nonclassical nucleation theories are based on
either kinetic or cluster approaches. In the kinetic
formulation, the growth of oligomers is treated as a
chemical reaction, and n-mer dependent rate con-
stants are applied for a cluster taking up or losing
an individual molecule. Classical ideas of surface
tension and other energetic considerations are not
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necessary in this approach. In the cluster approach,
the cornerstone returns to equilibrium among clus-
ters, as in classical theory, but each cluster is
modeled microscopically with computer simulations
of geometry, energy, and density. A detailed review
of these theories appears in ref 289. To date, these
theories appear to hold promise but have not yet been
incorporated into models practical enough for use in
the atmospheric sciences, with pure water as the sole
exception.?2286

D. Microphysical Models

The details of classical and nonclassical theory are
subsumed within eq 12, which is then a starting point
for understanding phase transitions in integrated
atmospheric systems. For example, a model of cirrus
cloud formation must include eq 12 and, if it is a
detailed model, a nucleation theory (usually classical)
to describe the formulation of J. In addition, the
model must include microphysical, radiative, and
dynamical components. This point is understood well
with the rubric of taking an individual particle as
the frame of reference. This particle cools as the air
parcel containing it rises, for example, and it also can
condense water and dilute as the relative humidity
increases with dropping temperatures. If the particle
then forms ice, it can grow to be several hundred
microns, thus depleting the water vapor. If, however,
a nearby particle were to nucleate ice first and
deplete the water vapor, then the original particle
would remain a concentrated aqueous droplet. The
large particle may also act to absorb infrared radia-
tion if it is located at the base of the cloud and thus
induce local warming. Alternatively, at the top of the
cloud, it may radiate in the infrared and lead to local
cooling. Changes in air parcel buoyancy may then
induce convection of the air parcel containing the
particle, with changes again occurring in temperature
and relative humidity. The large particle may also
sediment rapidly and separate from the air parcel.
Thus, accurate simulations should be based on mass
and energy continuity equations, including nucle-
ation, condensation, deposition, evaporation, subli-
mation, coagulation, sedimentation, advection, dif-
fusion, and radiation.3%*

These elements were integrated in early work on
modeling cirrus cloud formation by Starr and Cox.305:30%
An excellent example of recent work is provided by
Jensen et al.??272% Figure 32 depicts the results of a
simulation of cirrus cloud formation for air rising over
Wyoming and headed toward Wisconsin. After 90
min, a horizontal cirrus cloud forms. After another
90 min, full-blown sedimentation and evaporation is
apparent, reminiscent of the wisps seen for authentic
cirrus. As a test of the model's accuracy, direct
comparison of the optical depths calculated for the
clouds in Figure 32 can be made with satellite
measurements. The tradeoff paid for a comprehensive
microphysical, radiative, and dynamical model is the
computational time. It may not be practical to include
this model in larger models where cirrus cloud
formation is just one component, e.g., general circula-
tion models (GCMSs). In this case, sensitivity studies
on the detailed model are carried out in an effort to
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Figure 32. One-dimensional microphysical, radiative, and
dynamical model of cirrus cloud formation: (A) 90 and (B)
180 min. Gray scale legend shows ice particle concentration
in logie units (cm~3). (Adapted with permission from ref
293. Copyright 1994 American Geophysical Union.)

remove computationally intensive detailed physics
that do not affect the overall results and thus present
a simplified but still accurate model as a component
in still larger GCMs.

Several limitations exist in the parametrizations
employed in contemporary microphysical models. For
the most part, for example, they do not consider the
chemical heterogeneity of atmospheric aerosol. A
composition of entirely H,SO4/H,0 or (NH,4),SO4/H,0
is usually assumed in upper tropospheric work
related to ice nucleation during cirrus cloud forma-
tion.199.282.285.293.307 Eyrthermore, considerations of
heterogeneous nucleation are few.138.148.150.293 |n the
lower troposphere, the hygroscopic response of aero-
sols is often based on the assumption of entirely
H,S04/H,0 or (NH4),SO4/H,0.308309 Most work on
direct radiative forcing treats global aerosol as en-
tirely H,S0,4/H,0.310311 Advanced contemporary treat-
ments include minerals dusts®? and carbonaceous
aerosols,313 but they partition the aerosol into sepa-
rate compartments of electrolytes, dusts, and soot3'4
and do not consider phase transitions and possible
interactions (e.g., heterogeneous nucleation) among
chemical constituents. Some workers concerned with
air visibility have partitioned light extinction data
into contributions by specific chemical species,315319
but organic molecules are not considered® and the
crystallization of salts with reduced relative humidity
is omitted. These models are applied in haze visibility
reduction®® and tropospheric multiphase aerosol
chemistry.321
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VI. Comparison between Models and Field
Measurements

Field measurements of the physical phase of at-
mospheric particles are complementary to laboratory
and modeling work. Can models incorporating mi-
crophysical models based upon laboratory work pre-
dict particle phases as observed in the atmosphere?
If so, the model receives a validation indicating that
the important physical and chemical processes are
included in the model description. Confidence in the
model is crucial because simulations of atmospheric
processes are done rapidly and cheaply as compared
to field measurements. If model and field work agree
poorly, field observations of phase, chemical species,
and meteorological variables often suggest areas for
continued inquiry in the laboratory. In this section
of the review, the main approaches to and interpreta-
tions of field measurements of particle phase are
considered. Instructive examples are chosen from
literature; a complete account of all literature in this
area is beyond the scope of this review.

The first goal of field measurements concerning the
phase of atmospheric particles is quite simply to
identify the phases of ambient particles. The second
and more difficult goal is to observe transitions from
aqueous to crystalline particles or from one crystal-
line phase to another. Finally, the third and most
valuable goal is to measure processes variables
frequently enough over a sufficient duration that, in
conjunction with advanced models, constraints on the
kinetics of phase transitions can be deduced from
field measurements. In this approach, the atmo-
sphere is roughly conceptualized as a large laboratory
batch reactor. Typical process variables include rates
of change in temperature or relative humidity. Ini-
tialization of advanced models also requires quanti-
tative information on the number size distribution
and chemical content of atmospheric aerosol, and
important analytical advances are a current area of
active research through the development of ap-
paratus for single-particle mass spectrometry. The
most advanced and successful field programs to date
have been accomplished for polar stratospheric clouds
and have included detailed models to interpret field
observations. Investigations of cirrus cloud formation
have achieved the second goal identified above, while
observations of boundary layer aerosols have only
achieved the first goal sporadically.

The body of literature on field work divides into
four broad categories: boundary layer aerosols, mixed
phase clouds (including lightning), upper tropo-
spheric cirrus clouds, and polar stratospheric clouds
(PSCs). By far, the most advanced measurements and
interpretation exists for PSCs, for several reasons.
PSCs are integral to annual polar ozone depletion,
so field observations have been intense and interna-
tional for over 10 years. In addition, the chemical
composition and transport dynamics of the strato-
sphere are much simpler as compared to the tropo-
sphere. Even so, despite the favorable circumstances
of an easier system at the focus of much effort,
significant questions remain, and lab work is not fully
reconcilable with field observations.
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The second body of literature concerning mixed-
phase clouds and including extensive accounts of
atmospheric electricity and lightning? is not covered
in detail in this review. As discussed elsewhere in
this review, the freezing mechanisms of supercooled
dilute aqueous droplets are an area of active re-
search. Often, a cloud between 0 and —40 °C partially
glaciates, and the interactions between the ice par-
ticles and the supercooled droplets lead to the buildup
of an electric field and eventually to lightning. In
brief, under fair weather conditions, the electric field
at the Earth’s surface varies from 70 to 400 V m™1,
with an average value of 130 V m™'. The main
charging mechanism on a global basis is thunder-
storm activity. Within lightning clouds, field strengths
as high as 10° V m~! have been measured. Field
strengths of 107 V m™! are required for dielectric
breakdown between parallel plates, i.e., the simplest
model of lightning formation. These two observations
lead to two very important open questions within
cloud physics: (1) What are the charging mechanisms
to obtain 105V m~*tin a cloud? (2) An upper limit of
10° V m™! in empirical observations of lightning
clouds contrasts sharply with laboratory values for
dielectric breakdown of 10”7 V m~*: how does light-
ning occur? The available evidence strongly supports
the view that ice formation and the subsequent
collisions and breakup of ice particles are necessary
for cloud charging.3?2-324 A possible important feed-
back is the alteration in ice nucleation Kkinetics by
the presence of strong electric fields325732° or by
electric charges induced on ice forming nuclei in-
clusions.328:330-334 The mechanisms for the subsequent
triggering of lightning are less clear. Possibly, the
curvature of droplets leads to local field enhancement
strong enough to initiate ionization. Alternatively,
corona discharge may be initiated by droplets during
collisions in strong electric fields.

The third body of literature relates to ice formation
in the upper troposphere (e.g., cirrus clouds). Earnest
work began in 1946 for military applications of cloud
seeding and continues to this day for weather modi-
fication for agricultural purposes.3® Ice is relatively
easy to study because 10 um and larger particles form
and are thus easily separated from interstitial aero-
sol. Collected ice particles are examined for chemical
content and insoluble inclusions believed to be het-
erogeneous nuclei.

The fourth body of literature covers submicron
particles, which are often subvisible or sometimes
observed as haze, in the lower boundary layer. These
particles, especially the subvisible component, are
important on a global basis because they dominate
the number concentrations and surface area distribu-
tions of atmospheric particles. At the same time, their
study is extremely difficult technically due to their
small size, diverse chemical content, complex bound-
ary layer dynamics, and myriad morphologies. No
integrated field program to date (e.g., ACE, ACE-2,
TARFOX, or INDOEX) has specifically included a
component to address the phase (i.e., crystalline or
aqueous) of this class of atmospheric aerosols and the
phase changes occurring with cycles of relative
humidity and temperature. The report below is based
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Figure 33. Examples of cumulative distribution of ambi-
ent relative humidity conditions during intensive field
campaigns at three locations. (Adapted with permission
from Nature (ref 341). Copyright 1989 Macmillan Maga-
zines Ltd.)

upon the pioneering efforts of several early investiga-
tors.

A. Boundary Layer Particles

i. Contravening Hypotheses: All Aqueous versus All
Crystalline

Because there is only limited field work on the
phase of boundary layer aerosol, two contradicting
hypotheses are often advanced. In the first hypoth-
esis, lower tropospheric particles are believed to be
aqueous because the complex chemical composition
(e.g., dissolved salts and organics) provides enough
entropy to inhibit crystallization, even at low relative
humidities. AGgerm increases because the fabrication
of a pure germ requires the exclusion of other
dissolved electrolytes. The disorder of a multielec-
trolyte solution is greater than a binary solution so
that the free energy required to make an ordered
germ increases. The contravening hypothesis is that
most tropospheric particles crystallize near the deli-
gquescence point because the complex composition
includes many insoluble constituents (e.g., crustal
components) that are heterogeneous nuclei for the
formation of crystals from supersaturated aqueous
droplets. Contrary to these widely quoted hypotheses,
there is in fact a sufficient body of literature on field
measurements to demonstrate that atmospheric par-
ticles show an array of behavior between these two
extremes and generally crystallize at sufficiently low
relative humidities. The field measurements of the
physical state of boundary layer aerosol show evi-
dence of deliquescence, efflorescence, and hys-
teresis_21,3367344

i. Temporal Variations in Relative Humidity

Most field work in the boundary layer has focused
on continental aerosol with comparatively little work
done on marine aerosol. In addition, the phase
transitions of interest have been cycling between
crystalline salts and aqueous solutions with changes
in relative humidity. An example of the frequency
and range of relative humidities found over the
Grand Canyon, Mojave Desert, and Riverside is
shown in Figure 33.2*! Over the ocean (au,o" =
0.98), the relative humidity is about 75% 1 m above
the surface due to turbulent mixing with dry air and
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Figure 34. Temperature and relative humidity data
collected July 10—11, 1996, during the TARFOX experi-
ment at Wallops Island, VA, about 20 m above the ground.
Aerosol travels with the prevailing winds from the eastern
United States over the western Atlantic Ocean. These data
were obtained from the NASA Langley Research Center
Atmospheric Sciences Data Center.3%0

increases with altitude due to cooling.3*>73%8 In the
free troposphere, relative humidity varies widely
from under 10% to liquid water saturation.347349 In
the continental boundary layer, high summer tem-
peratures often yield low relative humidities (6% K1)
(e.g., 35% in August in Atlanta) and so there is a
strong diurnal variation. A comparison of the range
of atmospheric relative humidities (e.g., Figure 33)
with the laboratory results for the deliquescence and
efflorescence humidities of chemically pure particles
(Table 2) or those containing heterogeneous nuclei
(Table 4) shows a strong overlap and thus a high
likelihood of the occurrence of phase transitions in
the atmosphere.

An example of the temporal variation of tempera-
ture and relative humidity in the atmospheric bound-
ary is shown in Figure 34. These data were collected
from a building top 20 m above the ground on July
10—11 during the TARFOX experiment at Wallops
Island, VA.3*° To a first approximation, relative
humidity tracks temperature due to the dependency
of water vapor pressure on temperature. The remain-
ing variance in relative humidity is largely accounted
for by local eddies mixing dry and moist air. In situ
sources and sinks of H,O are usually small in
comparison. To the extent that particles equilibrate
with surrounding relative humidity, the variation in
relative humidity is accompanied by a change in
water activity in the particles. Laboratory work
(Tables 2—4) suggest that these changes in water
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activity lead to phase changes of atmospheric aero-
sols. In this way, the phase of atmospheric aerosol
in the outflow from eastern United States is probably
modulated with the changes in relative humidity as
the aerosol passes over the western Atlantic Ocean.

iii. Campaigns and Observations of Ambient Aerosol
Phase Changes

A seminal study on the hygroscopic properties of
ambient aerosols was carried out in the St. Louis
region in 1974,337.338.351-3% \which followed earlier
work by Junge and Winkler near Mainz.8%87 In the
1974 work, Charlson et al.®¥” dry the particles by
adjusting the relative humidity of flowing ambient
aerosol to 20—30% through 10—20 K of heating. The
light scattering of the dried aerosol is observed by
nephelometry®* as the relative humidity is increased
stepwise. Optionally, NHz(g) is introduced. The
nephelometer integrates the light scattering of the
ambient aerosol, across all size and chemical classes
including differential hygroscopic responses. In com-
parison, typical laboratory experiments (Table 2)
study a single chemical composition with a uniform
hygroscopic response and a monomodal size distribu-
tion. Even so, on days when the ambient aerosol is
dominated by a single chemical class, insights gained
from laboratory experiments appear applicable to the
interpretation of the nephelometry measurements of
ambient aerosol.

As shown in Figure 35, four classes of humi-
dograms are observed in the work by Charlson et
al.,®¥" and deliquescence is clearly observable in three
cases. Figure 35A is consistent with H,SO4(aq)
particles with a smooth hygroscopic response but a
deliquescence point of 80% RH when NH3(g) is added.
(NH4)2SO, deliquesces at 80%. Figure 35B shows
partial deliquescence in the absence of NH3(g) and a
sharper transition with NH3(g) added, which sug-
gests a partially neutralized H,SO4(aq) aerosol. Fig-
ure 35C shows sharp deliquescence without the
addition of NH3(g) and no further effect by adding
the ammonia. Hence, (NH4),SO, particles are prob-
ably present in the ambient aerosol. Figure 35D does
not conform to the (NH;),SO4/H,SO4/H,0 chemical
system and is probably composed of other chemical
constituents. Similar measurements demonstrating
the crystallization of sea salt aerosol are shown in
Figure 36, where deliquescence for NaCl is expected
at 75% RH.?5* Deliquescence of marine aerosol is also
seen by Sinclair et al.®%® Figures 35 and 36 thus
demonstrate that atmospheric particles often crystal-
lize when sufficiently low relative humidity is reached,
and the field measurements provide a lower limit of
20—30% RH for crystallization for many particles.
Figure 33 shows a high frequency of RH values below
the lower limit for the crystallization threshold. The
rather gentle deliquescence apparent in Figures 35
and 36 arises from a relative humidity “overshoot”
problem addressed in refs 77 and 357. This problem
is corrected in contemporary nephelometers, and the
abrupt transitions expected for deliquescence are
apparent.’7:357.358

A modification3® of the nephelometer technique
allows the crystallization relative humidity and
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Figure 35. Four classes of humidograms recorded for an
ambient aerosol stream (dashed line) and for the same
stream with the addition of ammonia gas (solid line). (A)
Monotonic (hygroscopic) curve; NH; caused inflection point
at 80% (deliquescence); September 23, 1973, 12:08—12:19
CDT, Tyson. (B) Inflection point at 80% enhanced by NHj3;
September, 24, 1973, 20:30—20:47 CDT, Tyson. (C) Inflec-
tion point and no or little enhancement by NHj3; September
24, 1973, 22:45—23:03 CDT, Tyson. (D) Monotonic curve
unaffected by NHj3; September 28, 1973, 05:00—05:18, CDT,
St. Louis University. (Adapted with permission from ref
337. Copyright 1974 Elsevier Science.)

extent of metastable particles in the atmosphere to
be measured.>°7342 Particles at ambient relative
humidity are first heated to a temperature T; and
then cooled to ambient again before entering the
nephelometer. If there is no change in the scattering,
then the particles are either solid or, if they are
aqueous, then the evaporated water at T, favorably
recondensed upon cooling. Either way, the particles
are in the lower half of the hysteresis loop (Figure
19). However, if there is a sudden change in scatter-
ing at T;, then the evaporated water does not
recondense because there is a shift from the upper
to the lower half of the hysteresis loop. The ambient
particles are then metastable. The relative humidity
corresponding to T; is calculable based upon the
ambient relative humidity, if the condensed water
content of the particles is negligible as compared to
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Figure 36. Nephelometer light scattering normalized to
that at 30% humidity versus relative humidity at Pt. Reyes,

CA, showing the presence of sea salt aerosol. (Adapted with
permission from ref 338. Copyright 1974 Tellus.)

the gas. Scanning T; upward successively decreases
relative humidity, and the metastability and the
efflorescence point of ambient aerosol are determined.
These methods assume that significant irreversible
volatilization of other components does not occur at
elevated temperatures T;.

An uncertainty when this approach is applied to
ambient aerosol of unknown chemical composition
lies in volatile components besides H,O that also
evaporate at the warmer temperatures (e.g.,
NH4NO3). Upon cooling, these vapors remain super-
saturated when the residence time in the nephelom-
eter is insufficient. Alternatively, they condense as
new particles or as a layer on the preexisting par-
ticles in a way different from the original size
distribution. The resulting changes in the particle
number size distribution affect the light scattering
properties of the aerosol. In this way, some of changes
observed in the signal from the integrating nephelom-
eter may not be entirely attributable to the evapora-
tion of metastable water.

Employing these techniques, Rood and co-
workers34°-342 report that ambient aerosols are meta-
stable with roughly 50% frequency for 45 < RH <
75% in the Grand Canyon, Mojave Desert, and
Riverside, CA.3% In Riverside, filter sampling is done
concurrently, and ion content is determined by chro-
matography. Particles occur as aqueous droplets with
a high percent frequency (86%), and of those droplets,
71% are supersaturated with respect to solids.®** The
frequencies of occurrence for supersaturated droplets
are based on in situ light scattering measurements
obtained with nephelometry. The ion analysis shows
a high nitrate-to-sulfate ratio in the collected par-
ticles, which, based on lab measurements, at first
would seem to explain why aqueous particles are
predominant.? However, when the data are sorted
for the nitrate-to-sulfate ratio, no trend is appar-
ent.?*? It is possible any trend with chemical compo-
sition is obscured by co-variation with particle his-
tory, which depends on meteorology and source
regions. Because of these factors, particles of one
chemical composition could predominantly be sampled
when they are on the upper loop of the hysteresis
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Figure 37. Growth as a function of relative humidity as
measured by tandem differential mobility analyzer (TDMA)
in winter 1990, Grand Canyon, Arizona. Dry particle
diameters: (C) 0.1, (D) 0.2—0.25, and (E) 0.3 um. The dry
particle mode splits into a “more hygroscopic” (capital
letters) and “less hygroscopic” (small letters) bimodal
distribution at high relative humidities. (Adapted with
permission from ref 343. Copyright 1994 Elsevier Science.)

curve, while particles of another are on the lower
loop. In such a case, interpretations of metastability
based upon chemical content would be confounded.
Crystallization relative humidities at all three sites
are about the same, and 91% of the samples (as
indicated by scattering) effloresce within a parabolic
probability distribution from 10 to 45% RH.3*? The
authors suggest the distribution could relate to an
external mixture of aerosol, but a distribution of
heterogeneous nuclei also seems a likely explanation
(cf. Table 4).

In addition to nephelometry, a second technique
employed widely in contemporary field measure-
ments is the tandem differential mobility analyzer
(TDMA) 260361 pPjtchford and McMurry apply the
TDMA to study the hygroscopic properties of atmo-
spheric aerosol in the Grand Canyon.3*® The aerosol
is first dried to 14 + 5% RH, and the first DMA
selects a monodisperse size. The selected aerosol is
then humidified at stepwise RH values, and the
particle growth is monitored by a second DMA and
a condensation particle counter. In this way, the
aerosol growth in several size bins is measured. The
results (Figure 37) clearly show deliquescence for a
fraction of the aerosol above 80% RH. A chemical
composition of (NH,4).SO, appears appropriate. Simi-
lar to the results in the St. Louis studies, these
TDMA measurements set a lower limit on crystal-
lization RH values of 14 4+ 5%. A second fraction of
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particles is also seen to show only a weak hygroscopic
response. It is believed these particles are composed
of hydrophobic organic molecules.®*361.362 |n principle,
TDMA techniques should be easily adapted to begin-
ning with a high RH value with the first DMA and
then scanning the RH downward to observe the
crystallization RH values with the second DMA, but
only limited work for ambient aerosol occurs in the
literature.3%® An additional point to be emphasized
is that the TDMA technique measures the growth of
a single size bin of particles, possibly of mixed
chemical composition, in contrast to the integrating
nephelometer approach (vida supra), which inte-
grates the hygroscopic response over all sizes.

The passage of the Clean Air Act and its amend-
ments*®* has reduced the mass concentration of
atmospheric H,S0,4.3%% The logical speculation is that
the occurrence of aerosol of the types shown in Figure
35C has increased relative to Figure 35A so that
phase transitions between crystalline and aqueous
particles in the continental boundary layer occurs
more frequently in recent times than in 1974. How-
ever, marine aerosol containing high levels of non-
seasalt sulfate from dimethyl sulfide oxidation is
probably not neutralized and may thus be difficult
to effloresce over the ocean before neutralization by
abundant NH; in continental regions.33

For continental aerosol impacted by the Clean Air
Act, the relative importance of NH4sNO3 increases as
an aerosol constituent when the sulfate loading
decreases. In laboratory experiments, NH4;NO3 is
generally regarded as inhibiting crystallization.?* The
effect of nitrates has been studied in 1993 by ten
Brink and co-workers by applying the humidity
controlled nephelometer technique, adapted from
Rood and co-workers, to the study of aerosol in The
Netherlands.?'34 The results (Figure 38A) show two
water uptake regions of a dried aerosol at 60% and
80% RH, which is consistent with a mixed am-
monium nitrate/ammonium sulfate composition. The
role of nitrates may be more apparent in 1993 than
the St. Louis study in 1974 because of reduced sulfate
loadings. The purely hygroscopic aerosol in Figure
38B is similar to Figure 35A, but the chemical
composition is believed to be principally nitrate as
compared to sulfate. Interestingly, laboratory aerosol
of chemical composition similar to Figure 38A does
not effloresce even at low RH values. The implication
is that insoluble material incorporated in ambient
particles but not in laboratory aerosol heteroge-
neously nucleates the crystalline salts. Finally, an
example of the measured hysteresis loop of ambient
boundary layer aerosol is shown in Figure 39.3%

B. Cirrus Clouds

Upper tropospheric ice clouds are of interest to the
global climate because they provide local radiative
warming and reflect incoming solar radiation 317,366,367
Although recent intensive field campaigns have
improved the understanding of their radiative prop-
erties, 368371 their formation mechanisms remain
unclear.138148372 Jce particles, which grow to be
several hundred microns, could form via homoge-
neous nucleation in concentrated (typically 0.01 < x
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Figure 38. Representative examples of the enhancement
in the light scattering by ambient aerosols in The Neth-
erlands as a function of relative humidity, after drying to
30—35% RH, as experessed in the enhancement factor
f(RH). (A) Afternoon of November 1-2, 1993. (B) Average
of afternoon measurements on November 22—25, 1993.
(Adapted with permission from ref 21. Copyright 1998
Elsevier Science.)

< 0.1) submicron NH4/H*/NO3 /SO, /organics/H,O
droplets or via heterogeneous nucleation on insoluble,
probably crustal, constituents. Other mechanisms
such as contact freezing or reverse sublimation are
not believed to be important.?®® Gas-phase HNOs is
probably scavenged in significant enough quantities
to alter the freezing characteristics of aqueous par-
ticles at the lowest temperatures common in the
upper troposphere. Scavenging mechanisms include
Henry's law partitioning at low temperatures and
chemical reaction with basic mineral dusts.®3”® Em-
ploying field measurements of cirrus clouds occur-
rence, temperature, and relative humidity, Heyms-
field and co-workers!#®37 developed an empirical
determination of the lower and upper limits of
conditions for ice nucleation in the initial stages of
cirrus formation.

A point to be emphasized in cirrus formation is that
relative humidity (i.e., gas phase water) and water
activity (i.e., condensed phase water) are often dif-
ferent. Cooling updrafts increase the vapor-phase
water saturation ratio faster than the gas-phase
molecules can transfer to the condensed phase.
Important microscopic factors in the water uptake
rate include the coefficients for mass condensation
and thermal accommodation as well as the Kelvin
effect classed by size and chemical composition. An
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Figure 39. Enhancement of the aerosol light scattering,
shown as an enhancement factor f(RH), as a function of
relative humidity for continental European aerosol No-
vember 17, 1993. Closed circles are for aerosol first dried
and then subjected to increasing relative humidity, while
open circles are for aerosol first humidified and then
subjected to decreasing relative humidity. The combination
of these two branches records the aerosol hysteresis loop.
(Adapted with permission from ref 344. Copyright 1996
Elsevier Science.)

important macroscopic factor is the total cloud sur-
face area. Accurate temporal descriptions of cloud
growth and particle trajectories require the numer-
ical solution of the diffusional growth equations,
including a feedback for the depletion of the reservoir
of vapor phase water, for each size and chemical
class. In addition, each class may partially or com-
pletely undergo a phase transition to form ice par-
ticles, which are the final sink for water vapor.
Unfrozen particles increase their aqueous composi-
tions by evaporation until equilibrium with the ice
vapor pressure obtains due to cryogenic pumping of
the vapor to the ice particles. The picture that
emerges is that freezing is selective with regard to
particle number and size and that the prediction of
overall cloud properties depends strongly on the
microscopic physical modeling, which is in turn
highly dependent on the existence and the accuracy
of laboratory results.

In addition to homogeneous nucleation, heteroge-
neous nucleation in cirrus formation appears impor-
tant at times because crustal constituents (identified
as containing Si, Al, and Fe) are found at the center
of collected ice particles.3>~38 Detailed microphysical
models, however, will not be possible until laboratory
investigations of heterogeneous nucleation of ice in
haze droplets are completed. Following early work
by Hoffer on clays,?¢” several laboratory groups are
currently active in this area. Through a combination
of field and modeling results, DeMott et al. deter-
mined that the cloud droplet number density and
particle size distributions characteristic of cirrus
clouds formed by orographic waves are more consis-
tent with heterogeneous than homogeneous nucle-
ation.'® Field measurements by Strom et al. of young
cirrus clouds forming in lee waves also suggest
background particles under 0.5 um are the initiation
sites for ice nucleation.38
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C. Polar Stratospheric Clouds

Surface reactions on PSCs activate chlorine (e.g.,
CIONO; hydrolysis) and thus prepare the polar
atmospheres for catalytic cycles in ozone depletion
when sunlight arrives in the spring.38* Furthermore,
PSCs containing HNO3; sometimes grow large enough
to sediment and thus remove nitrogen species that
deactivate chlorine, thus extending both spatially and
temporally the annual polar ozone depletion. To
guantify the problem, field campaigns, modeling
studies, and laboratory investigations began in 1985.
This work has led to a general understanding, as
follows: background H,SO,/H,O aerosol, called the
Junge layer, swell by absorbing H,O (ca. 4—8 ppm)
and HNO; (ca. 5—15 ppb) below 195 K. The resulting
supercooled liquid ternary aerosol (alternatively la-
beled STA or SSA) dilutes to a nearly binary HNO3/
H,0 aerosol containing trace H,SO,. These particles
scatter light relatively weakly and without depolar-
ization because they are small, spherical liquid
droplets. Observed by LIDAR, they are called type
Ib PSCs. At temperatures 2—4 K below the ice frost
point (Tfost = 188—190 K), homogeneous nucleation
of ice occurs. These particles grow to be large enough
to scatter light more strongly and, because they are
solid, to depolarize backscattered light. Observed by
LIDAR, they are classified as type Il PSCs. [In
contrast to particle phase transitions in the boundary
layer and upper troposphere, heterogeneous nucle-
ation of sulfuric and nitric acid hydrates does not
appear important in the temperature and particle
chemical compositions occurring along stratospheric
trajectories.?%®]

There are discrepancies, however, in other aspects
of field measurements, modeling studies, and labora-
tory results. LIDAR measurements show a weakly
scattering, depolarizing aerosol classified as a type
la PSC. At stratospheric water and nitric acid partial
pressures in the temperature range of 190—200 K,
the crystal HNO3-3H,O (NAT) is supersaturated
(Figure 40). Small NAT crystals are then believed to
be the physical species corresponding to type la
LIDAR observations. However, laboratory measure-
ments have great difficulty accounting for the forma-
tion of NAT crystals because they are not observed
to nucleate readily from ternary aerosols. NAT and
NAD crystals do crystallize from concentrated HNO3/
H,O, but the necessary compositions are not readily
obtained in equilibrium with the ambient water and
nitric acid vapor pressures. Modeling studies have
suggested reconciliation based upon rapid cooling
associated with air passing over mountains.?38 In
this case, a kinetic model of gas condensation shows
the smallest liquid aerosols transiently become highly
concentrated HNO3/H,0, which could homogeneously
nucleate nitric acid hydrates. The largest of these
hydrates would then grow by Ostwald ripening at the
expense of all remaining SSA in the following days
after passage through the orographic event.

There also remain LIDAR observations that do not
fit the type la, Ib, and 11 classifications.38 There are
particles that scatter light more strongly than la but
less than characteristic of type I, while still depo-
larizing. To explain these observations, Tsias et al.38”
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Figure 40. HNO3; and H,O vapor pressures over ice, NAT,
and NAM crystals and aqueous HNO3;/H,O solutions
indexed by weight percent composition. A temperature axis
comes out of the page, and isothermal contours are shown
(Kelvin). The dark ellipse shows the domain of partial
pressures occuring in the stratosphere. It is seen that NAT
crystals are most thermodynamically favorable, i.e., the
first phase to have equilibrium vapor pressures equal to
partial pressures as temperature cools below 200 K. Under
isothermal conditions, the log of the vapor pressures of
crystals of fixed stoichiometric composition co-vary linearly
with a slope equal to the stoichiometry, i.e., the Gibbs—
Duhem relation. These slopes are apparent in the isother-
mal contours shown for NAM, NAT, and ice (i.e., 1, 3, and
inifinity, respectively).

evolve an initialized particle size distribution accord-
ing to the temperature histories derived from back-
trajectories and constrained by the nucleation sce-
narios derived from laboratory work. An optical
simulation is applied to the phase and size distribu-
tion of particles at the time point in the model
coincident with the LIDAR measurements. A good
match is obtained. The corresponding model particles
are large NAT crystals, which the authors then
ascribe as type la-enh for “enhanced.” Sophisticated
approaches are found in several other studies of
PSCs;388-392 however, similar applications to particle
phase transitions in the troposphere are not possible
because the initialized chemical and size distribution
of particles is not well-known and the nucleation
rules are not completed in laboratory work. [A state-
of-the-art approach to integrating phase transitions
of tropospheric aerosols is provided in ref 393.]
Carslaw et al. have also shown it is possible to draw
inferences about particle microphysics and phase
transitions from constraints placed on these processes
by synoptic and mesoscale LIDAR observations.39%:392

The most common comparison endpoints between
field studies and modeling work of PSCs are
volume3%4~397 and optical properties.392:3%8-400 \/olume
is usually inferred from a particle size distribution
obtained by in situ light scattering methods. Aerosol
is drawn into an instrument mounted on an airplane
and the scattering properties of the aerosol are
measured by the forward scattering spectrometer
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Figure 41. Particle volumes from ref 395 (January 24,
1989) compared with model calculations for the growth of
liquid H,SO4/HNO3/H,O particles (solid lines), for the
growth of crystalline NAT particles (dashed line), and for
the growth of aqueous H,SO,/H,0 particles (dotted line).
Results are for 55 mbar pressure, 5 ppmv H,0, and 5, 10,
or 15 ppbv HNO;. (Adapted with permission from ref 397.
Copyright 1994 American Geophysical Union.)

probe (FSSP) in early work and by the multiangle
aerosol spectrometer probe (MASP) in later work.
Concomitant measurements are obtained for the
ambient partial pressures of H,O (Lyman-a) and
HNO; (derived from correlation with Py,o), the
condensed phase mass of HNOj; (via anisokinetic NOy
sampling), the temperature, and the background
H,SO, (viz., nonvolatile) aerosol loading. These data
are combined into model scenarios of “if” there is a
hypothesized type of PSC in equilibrium with HNO3
and H,O, then the ambient aerosol would have a
certain specific volume (i.e., (um of aerosol)® (cm of
air)~3). A comparison with in situ specific volumes
provides an acceptance test for a proposed PSC type.
This technique is applied widely,3947397:401402 gnd an
example is shown in Figure 41.

A second common comparison endpoint is based on
light scattering, either by a backscatter sondg*00.403:404
or a LIDAR.390:392398,399 Qptical measurements for a
backscatter sonde consist of a backscatter ratio of two
compared wavelengths from which information about
particle size can be inferred. [Advanced LIDAR
systems operate with lasers at three or more wave-
lengths.“%5] For LIDAR in its simplest form, the
backscatter ratio between aerosol-laden and clear air
and the depolarization of incident polarized light are
measured. Both particle size and physical state (viz.
spherical/plate geometry or not) can be inferred. Most
measurements with LIDAR are at ground-based
stations, but airborne measurements have also been
made.387:390.392 An example of a type Il PSC measure-
ment is shown in Figure 42.38 As described above
for Tsias et al., a modeling studying makes compari-
sons to LIDAR end points by evolving a chemical and
particle size distribution through atmospheric pro-
cesses and then applying an optical simulation to the
evolved aerosol.

Volume and optical field measurements can only
be translated into chemical composition by modeling
work that incorporates laboratory results. In con-
trast, direct measurements of PSC composition would
be preferable. Attempts to collect PSCs on filters or
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Figure 42. LIDAR investigations of aerosol phase over
Dumont d'Urville, July 8, 1990. Scattering ratio (continu-
ous line) and depolarization ratio (dotted line) are shown.
The figure shows the Pinatubo volcanic cloud from 8 to 17
km, two depolarizing layers inside the volcanic aerosol (at
about 15 km, with a correspondingly low increase in
backscattering), and a PSC from 19 up to 26 km. (Adapted
with permission from ref 386. Copyright 1995 American
Geophysical Union.)

wires are problematic because the particles change
with small alterations in environmental conditions
(e.g., temperature and H,O and HNO3 partial pres-
sures). Recent work with mass spectrometry is more
definitive.*®® HNO3; and H,O content of PSCs were
measured directly and found in the ratio expected for
supercooled ternary aerosol. In situ observations with
infrared spectroscopy have also been completed,
which are consistent with supercooled ternary solu-
tions.*07

VII. Outlook

Considerable progress has been in the study of the
phase transitions of aqueous atmospheric particles,
but many important questions remain unanswered.
The bulk of recent efforts and progress for laboratory
investigations has been the nucleation mechanisms
of chemical systems that have been chosen as sur-
rogates for polar stratospheric clouds (viz. H,SO4/
HNO3/H,0). The laboratory results have been incor-
porated with some success in mesoscale and synoptic
models of PSC formation. Although questions and
problems remain with regard to PSCs, the uncertain-
ties are larger for every equivalent question in the
troposphere, primarily due to the chemical hetero-
geneity of tropospheric aerosol and the complicated
dynamical processes associated with weather. The
best quantitative models in the troposphere exist for
orographic cirrus clouds formed in mountain lee
waves. Laboratory work on ice formation mechanisms
in the upper troposphere as well as warmer mixed-
phase clouds is also the subject of renewed interest
in the past few years. At the time of this writing, the
largest uncertainties and a topic of increasing inter-
est relate to phase transitions of atmospheric par-
ticles in the boundary layer. In conjunction with these
issues, the following areas can be identified as likely
to receive increasing attention among atmospheric
chemists:

1. The atmospheric chemistry community would
benefit by standardizing its reports of phase transi-
tions by adopting mole fraction (x) for composition,
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free energies (G) and chemical potentials («, kJ mol™?)
for equilibration, and volume nucleation rates (J,
cm~2 s71) to report kinetic results of phase transi-
tions. Comparisons among results for different chemi-
cal systems and between laboratories and the incor-
poration of laboratory results in microphysical models
would be easier and more accurate. A particularly
important point is that experiments in the laboratory
(a) often cool or reduce relative humidity much faster
than corresponding atmospheric processes and (b)
often employ particles or liquid volumes much larger
than characteristic of atmospheric particles. Report-
ing an intensive property like J values, instead of an
extensive property like freezing temperatures, offers
an improved pathway for normalizing laboratory
results to a form appropriate for incorporation in
microphysical models of phase transitions of atmo-
spheric particles.

2. Water-soluble organic molecules are contained
in boundary layer particles. Common molecules
include oxygenated organics such as acetate, oxalate,
or formate and various carbonyls, aldehydes, and
phenols. Photochemical processing yields organic
materials of sizes and properties similar to fulvic
acids common to aquatic chemistry. The study of the
effects of these organics on inhibiting or promoting
the efflorescence and deliquescence of the salt com-
ponents, or possibly forming their own crystalline
phases, is just beginning.4°8—413 Initial results suggest
a considerable effect. In addition, even in the absence
of organics, synergistic effects on nucleation in mul-
ticomponent electrolyte solutions should receive more
attention.

3. Other classes of organic molecules include sur-
factant type materials. Their net effect on CCN
activation and thus cloud formation is controversial
and likely dependent on their molecular composi-
tion.?8°7 The molecules may form a barrier at the
water—gas interface that inhibits mass transfer and
thus slows phase transitions, possibly both deliques-
cence and efflorescence. Alternatively, they may
reduce surface tension thus modifying the Kohler
curve and enhancing CCN activation.*4416 To the
extent that surfactants lead to the salting out of lower
molecular weight constituents, surfactants may also
inhibit CCN activation.**

4. Tropospheric aerosol contains many water-
insoluble components such as mineral dusts that are
commonly identified as good templates for inducing
crystallization. Laboratory work on these systems is
just beginning.*®* The variety of mineral dusts and
the variable activities of a specific mineral dependent
on its history provide several challenges. First, the
surfaces present in atmospheric particles must be
characterized. Second, the chemistry of these surfaces
must be suitably mimicked in laboratory work. Third,
conceptual methods must be worked out to apply the
necessarily limited laboratory work to the panoply
of the ensemble of atmospheric heterogeneous nuclei.
Finally, the ensemble of surfaces in the natural
atmosphere must be represented in larger-scale
models, perhaps by average surface or moment*!’
descriptions.
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5. Laboratory work on phase transitions is pres-
ently limited by uncertainty in the chemical composi-
tion of individual atmospheric particles, i.e., what
chemical systems should be studied in the lab? Only
limited work has been done on compositions of mixed
aqueous electrolytes, for example, whereas most
hygroscopic atmospheric particles probably are com-
posed of several salts. Synergistic interactions with
insoluble components are also noted in point 4 above.
At present, the chemical complexity of tropospheric
aerosol is being better understood by single-particle
mass spectrometry. A significant goal is to improve
this technique to the point of providing quantitative
results. Understanding the phase transitions of
atmospheric particles would be advanced if a single
particle hygroscopic growth front-end could be em-
ployed prior to mass spectrometric analysis. In this
way, the deliquescence or efflorescence of individual
atmospheric particles could be related to chemical
composition.

6. Ice nucleation in the atmosphere is not quanti-
tatively understood. Ice nucleation in laboratory
studies of supercooled aqueous droplets believed
representative of polar stratospheric clouds indicates
homogeneous nucleation does not occur until several
degrees below the ice frost point, yet ice particles are
observed in field campaigns in air parcels that do not
appear to have a cold enough temperature history to
be explained by the laboratory measurements. In
cirrus clouds, the conditions favoring homogeneous
versus heterogeneous nucleation are not quantified.
In mixed-phase clouds, much uncertainty remains
about the efficiencies of ice nuclei leading to hetero-
geneous nucleation. All of these aspects are being
addressed by enhanced analytical prowess in field
campaigns to identify chemical constituents of par-
ticles. In addition, laboratory work must address
three points: (a) Particles of complex chemical com-
position must be studied. For example, in the upper
troposphere, sulfate-bearing particles also contain
ammonium, nitrate, and oxygenated organics all co-
dissolved at times. (b) Heterogeneous mechanisms on
ice nuclei are evidently dominant in mixed-phase
clouds and believed important at times in cirrus
clouds. Anecdotal laboratory evidence indicates an-
thropogenic Agl and CuS are effective, yet under-
standing the variations in activity from one prepa-
ration of Agl particles as compared to another
remains elusive. Natural ice nuclei are more diverse.
Understanding and quantifying the varying efficien-
cies of ice nuclei requires a molecular level approach,
and novel approaches are needed for integrating the
minutiae-based knowledge gained through those ef-
forts into larger-scale cloud microphysical models. (c)
The laboratory techniques employed in phase transi-
tion studies (see Table 2) yield varying results.
Efforts must be made for each technique to extract
J values from the experiments, incorporating factors
such as cooling rates, mass transfer, thermal trans-
fer, sensitivity, particle poly- and chemical dispersity,
and other relevant factors for each technique.

7. Microphysical models often treat the hygroscopic

response of ambient aerosol as simply sulfuric acid.
Instead, methods must be established to include the
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chemical diversity and different hysteretic hygro-
SCopic responses.

8. The success of integrated field, modeling, and
laboratory work completed for PSCs suggests an
extension to boundary layer aerosols. The increased
difficulty due to weather, chemical complexity, and
uncertain mechanisms for phase transitions suggest
the most initial success would probably be obtained
at a subregional scale.

9. Despite their prevalence, sea salt aerosols have
received relatively minor attention in laboratory
work. Some laboratory work on synthetic sea salt
particles suggests complete crystallization may not
occur even at low relative humidities.?>#?” A bulk
aqueous liquid persists. Whether this aqueous phase
coats the particles so that no crystal surface is
exposed to the gas-phase or, instead, morphologically
separates is unknown. Additionally, it is uncertain
whether the crystallization behavior of synthetic sea
salt aerosol studied in the laboratory represents the
behavior of atmospheric sea salt aerosol containing
organic molecules, including surfactants, and mineral
dust components. If a crystalline interface does form
with the gas phase (due to complete crystallization
of the particle or morphological separation with the
residual bulk liquid), it should be covered by several
monolayers of water. Existing work points out the
need to consider this interfacial region as a separate
surface phase, described by its own free energy
function.'”® The surface phase appears to be liquidlike
in the chemical reactions it promotes, while the bulk
crystal remains dry. Although laboratory studies
have succeeded to some extent in characterizing
surface phases, surface phase transitions in atmo-
spheric systems remain to be explored.

10. Although the field and laboratory work is still
incomplete, sufficient evidence exists to outline some
rules governing aqueous particle phase transitions
in the atmospheric boundary layer near 298 K.
Aqueous particles are favored (i.e., persistent super-
saturation approaching 0% RH) when the particles
are highly acidic or contain high nitrate content.
Particles enriched in ammonium sulfate and espe-
cially those particles containing mineral dust inclu-
sions crystallize more readily at higher RH values
(i.e., 30—65%). Soot inclusions appear not to affect
the crystallization behavior.

An improved understanding of atmospheric phase
transitions should lead to increased accuracy in
modeling heterogeneous chemistry, cloud microphys-
ics and chemistry, lightning, air visibility, polar ozone
depletion, and global radiative forcing. Several recent
global models of radiative forcing and atmospheric
chemistry considering the effects of relative humid-
ity313418 on purely hygroscopic aerosol or dry deposi-
tion of electrolytes onto mineral dusts.?#37245 These
models appear poised to consider more advanced
treatments of aerosol hygroscopic response including
homogeneous and heterogeneous nucleation of phase
transitions.
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IX. Appendix A: Free Energy Calculations

The details of the free energy calculations (Figure
1) are formidable, so an example is provided here.
The first step is the acquisition of thermodynamic
data from literature for the species involved at 298.15
K, as shown in Table 5. The standard chemical
potentials at several temperatures are needed and
are evaluated by the following equation:

+ AH?(% - Tio) +

AGS
TO

wWm=T

T, T
c:?,(lnT0 - ?0 + 1) (A1)

The results at 220, 275, 298, and 330 K are given in
Table 6.

As an example, a 0.1 mol fraction of (NH4)>,SO./
H,O system is considered. The corresponding ion
molalities (m;) are 12.346 for NH,", 6.173 for SO4>,
and 55.556 (always) for H,O. From the Clegg and
Wexler website [www.uea.ac.uk/~e770/aim.html], the
following mole fraction activity coefficients, f, are
obtained at 275 K: 0.4697 for NH,*, 0.01355 for
S0O4%7, and 1.047 for H,O. The chemical potential of

Table 5. Free Energy of Formation, Enthalpy of
Formation, and Heat Capacity at Constant Pressure
for Chemical Species in the Binary System (NH,),SO.,/
H,O at Standard Conditions?*19420

G Hes Ce® (J
(kJ/mol) (kJ/mol) mol~t K1)

a-(NH4)2S04(s) —901.67  —1180.85 187.49
H,O(I) —237.13 —285.83 75.29
NH,*(ag), 1 m —-79.31 —132.51 79.9
SO4# (aq), 1 m —744.53 —909.27 —293
H,O(s), 273.15 K —241.29 —293.72 37.66
H,0(g) —228.57 —241.82 33.58

Table 6. Chemical Potentials (4i) Evaluated at Four
Temperatures for Species in the Binary System
(NH4)2S04/H20

wi® (T)

220 K 275 K 330 K 298.15 K
0-(NH)2S04(s) —976.96 —923.52 —872.15 —901.67
H.O() —250.74 —240.98 —232.05 —237.13
NH.,'(ag), 1 m —94.16 -8351 —73.76 —79.31
SO (aq), 1 m —784.41 —757.05 —726.45 —744.53
H.0(s) —251.70 —240.94 —230.59 —236.54
H20(g) —232.42 —229.63 —227.21 —228.57
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each component is calculated according to
w(Tm) =M +RTInym;  (A2)

[The effect of increased pressure due to particle
curvature can raise the chemical potential inside
small particles (i.e., the Kelvin effect). Typically, this
effect is negligible for spherical particles larger than
1 um, is small between 100 nm and 1 um, and is
important under 100 nm. In this way, the deliques-
cence relative humidity of small particles is size
dependent. See refs 85 and 296. However, in cloud
activation processes described by Kohler curves, the
Kelvin effect is an important factor even for micron-
sized aqueous particles.] The conversion factor be-
tween the mole fraction activity coefficients and molal
activity coefficients, y, is as follows:

y=(1+0.018(My,. + Mg, )~ f  (A3)

In the case of the 0.1 mol fraction of (NH,4),SO4/H-0,
the conversion factor is 0.75. From eqs A1—A3, the
chemical potentials are calculated as follows: —80.15
kJ/mol for NH;", —763.38 kJ/mol for SO,~, and
—241.53 kJ/mol for H,0.

The free energy of formation of a system is

Gy = Ny (A4)

where n; is the moles of species i. For a system
containing 0.1 mol of (NH,4),SO, and 0.9 mol of H,0,
the aqueous free energy of formation at 275 K is

G = 0.2up,+ + 0.1uso .- + 0.9u o

= 0.2(—80.15) + 0.1(—763.38) +
0.9(—241.53)

= —309.75 kJ mol ! (A5)

The next question to ask is: Has this one mole
organized itself in a way to minimize the free energy?
To answer it, one imagines other ways the mole could
be organized and calculates the free energy for
comparison. One obvious way would be for the
(NH,4)2S0, to remain as a crystal and the water to
remain as liquid water. The free energy is calculated
as

tal/liquid _
GV = 0.14(Nh,),s0,6) T 0-Om,00)

0.1(—923.52) + 0.9(—240.98)
—309.23 kJmol * (AB)

In this comparison, the mole is better arranged as
an aqueous solution because its free energy is lower.
A reaction to form the crystal and liquid water is 0.52
kJ mol~! endoergic.

Another consideration is the arrangement as crys-
talline ammonium sulfate and water vapor. The
chemical potential of water gas equals that of water
in the aqueous solution. The free energy is then as
follows:
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crystal/vapor __
Gf - O'l‘u(NH4)zso4(S) + 0'9‘uH20(9)

= 0.1(—923.52) + 0.9(—241.53)
= — 309.73kJmol * (A7)

An aqueous solution is more favorable than a crystal
and water vapor, i.e., deliquescence should occur
(thermodynamically). The reaction would be 0.02 kJ
mol~1 exoergic. For comparison, the equilibrium
relative humidity maintained over a 0.1 mol fraction
solution (275 K) is 78.5%, which is approximately the
deliguescence relative humidity. Similar calculations
for 0.05 mol fraction at 275 K yield Ggaueous of —275.54
kJ/mol and Ggrystalivapor of —275 32 kJ/mol. The aque-
ous solution is favored in this case, and the RH is
90.6%.

Below 273 K, another plausible configuration is the
arrangement as ice and crystalline ammonium sul-
fate. For 0.10 mol fraction at 220 K, the calculation
of Ggaueous yields —323.41 kJd/mol. The alternative
arrangement is

talfice __
GV = 0.1¢Nh,),50,5) T 0-Otm,00)

= 0.1(—976.96) + 0.9(—251.70)
= — 324.34 kJmol ! (A8)

Ice and the crystalline ammonium sulfate are favor-
able compared to the aqueous solution.

The case-by-case procedure can be generalized into
a minimum free energy formulation at 0.1 mole
fraction, as follows:

Gf = F(O'ZMNH4+ + 0.1[[/(5042_ + 0.9ﬂH20(aq)) +
1- F)(O'lﬂ(NH‘l)ZSOA(s) + O-g(aﬂHZO(l) + bﬂHZO(g) +
l-a- b)ﬂHZO(s))) (A9)

where F, a, and b vary from 0 to 1. F is the fraction
of the chemical system composed of aqueous solution.
Of the water not in aqueous solution, a and b are
the respective fractions occurring as liquid water and
gas. The parameters a, b, and F are varied to
minimize Gt. The additive form of the equation and
the decoupling of F from a and b shows that, in fact,
any minimization of this particular function yields
Fas0or1and{ab} as{0,0}, {1,0}, or {0,1} except
at special points such as melting or agueous satura-
tion when F has no unique solution or sublimation
when b has no unique solution. This result is Gibbs
Phase Rule. The approach is obviously generalized
to other mole fractions. For more complex systems,
it is more convenient to write the mass and charge
balance conditions as separate equations. An example
is given by Ansari and Pandis.*®

Some commonly employed thermodynamic models
cover different chemical domains. For example, Taba-
zadeh et al. (APCM)#%2 and Carslaw et al.'?” cover
chemical species (mainly but not limited to HNOg,
H,SO,, and H,0), phases, and temperatures relevant
to polar stratospheric cloud formation. Clegg et al.
extend the work of Carslaw et al.*?” to include
chemical species and temperatures relevant to the
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upper troposphere (viz. NH;)'34 or to consider species
relevant to sea-salt aerosols (viz. NH;*, Na*, and
CIl7), albeit only at 298 K.'®2 In boundary layer
tropospheric chemistry, a model by Wexler and
Seinfeld (AIM-2)*?8 is available that covers 283 to 313
K and boundary layer constituents such as Nat,
NOs~, SO42~, Cl-, H*, and NH4*. Marion and Far-
ren?! (FREEZECHEM) offer a model relevant to the
freezing of all chemical constituents of seawater (e.g.,
Na—K—-Mg—Ca—CIl-S0O,—H,0). Most research groups
make their models available to any interested user
upon enquiry. Clegg and Wexler offer the unique
interaction with their model through a web-based
server (including batch calculations), which makes
accessing their model for the casual user very easy.
Otherwise, a FORTRAN compiler is typically needed
for implementing other workers’ models. A compara-
tive review of several models is provided by Zhang
et al.4?2

X. Appendix B: Saturation Ratio

There are no universal definitions for the satura-
tion ratio and the supersaturation of one phase with
respect to another, and a careful reader must always
clarify an author’s intentions. Even so, there are some
definitions more common than others.

Water. When only water is involved, the vapor
saturation ratios with respect to liquid water, Sy,
and ice, S2°, are defined as

ice ’

P as Pgas
Siy = g Sict = meq (B1)
Pqu Pice

Note that these values are the respective relative
humidities divided by 100. The supersaturation, often
also denoted S, is the saturation ratio minus one.
Supersaturation is sometimes expressed as a percent
(%) or tenth of percent (%o).

The saturation ratio of liquid water to ice, S}, is
conveniently expressed by taking advantage of the
commonality of Pgas, as follows:

oSy ped
S = cer = oeq (82)
Squ Pice

Salts. When aqueous species are present in equi-
librium with their crystalline salt, the chemical
potential of a solid phase is the sum of the chemical
potentials of its constituents. In addition, the chemi-
cal potential of each constituent in the solid is
separately equal to the chemical potential in the
aqueous solution. An example for NaClI(s) is helpful:

u(NaCly(s) = u(Na")(s) + u(Cl)(s)  (B3)

#(Na")(s) = u(Na")(aq), u(CI")(s) = u(Cl")(aq)
(B4)

Combining eqs B3 and B4 at aqueous saturation, we
obtain
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u(NaCl)(s;sat) = u(Na")(ag;sat) + u(Cl")(aq;sat)
(B5)

This value is the reference chemical potential for the
solid, u°(NacCl)(s). At other aqueous concentrations,
we write

#(NaCl)(s) = u(Na")(aq) + «(Cl")(aq) (B6)

The term u(NaCl)(s) is the virtual chemical potential,
which means that if NaCl(s) were to exist in equi-
librium with the indicated concentrations of Nat and
CI~, then it would have a potential x(NaCl). However,
in point of fact, the NaCl crystal is only in equilib-
rium at x°(NacCl)(s) and the solution is subsaturated
or supersaturated otherwise.

The free energy for dissolution, Ay, is the difference
between the virtual chemical potential and the
saturation chemical potential, as follows:

Au = u(NaCl)(s) — u’(NaCl)(s)

= u(Na")(aq) + u(Cl")(aq) — u(Na")(ag;sat) —
u(Cl")(ag;sat) (B7)

Expansion of the definition of chemical potential in
terms of activity yields (eq A2):

Au = u’(Na")(aq) + RT In a(Na™)(aq) +
4#°(Cl7)(aq) + RT In a(Cl™)(aq)

— u’(Na*)(ag) — RT In a(Na")(aq;sat) —
1°(ClM)(aq) — RT In a(Cl7)(ag;sat)

aq .aq
Na+“Cl-

ag,sat . ag,sat
ANat+ Al

=RTIn (BS)

The quotient in eq B8 is the salt saturation ratio, S.
With the familiar substitutions of AG = Au, K, =

ail®alt* ™ and S = a¥ a3 /K, we then obtain

from eq B8 the following: ¥
AG=RTInS (B9)

where the familiar substitutions for AG and K, are
made. According to eq B9, for S > 1 (i.e., supersatu-
rated), AG > 0. Equation B7 shows the formulation
is the solid going to aqueous products. Thus, in a
supersaturated environment, the solid does not dis-
solve.

1t should be noted that x°(NaCl) is defined strictly
for a NaCl crystal in equilibrium with is own solution.
When another salt is added (e.g., KCI), then the
stoichiometry of NaCl(s) will change slightly and
u(NaCl)(s;sat) will be theoretically different from
u°(NaCl). However, in most cases, this numerical
difference is so small as to be negligible, and solid
crystals are assumed to have constant u(NaCl)(s;sat).

Attention should be drawn to the relationship
between S and thus AG and the quantities u dis-
cussed in Appendix A. From the Clegg website, we
can obtain S = 1.455 and thus AG = 0.857 kJ mol~*
for 0.1 mol fraction of (NH,),SO, at 275 K. The
calculation based solely on supersaturation is incom-

Martin

plete per se because it considers only the crystal (viz.
#((NH4)2S04)(s) — u°((NH4)2S04)(s)) and does not
consider the free energy of the entire system. How-
ever, egs A5 and A7 show that u(H»,O) remains
constant as a gas-phase or agueous-phase species.
Then, 0.1 mol of (NH4)2SO4(s) combining with 0.9 mol
of H,O(g) to form an aqueous solution is endoergic
by 0.857 kJ mol~* at 275 K (see comment below). This
value is AGgeliguescence- 1N Appendix A, the free energy
of a mole of atoms arranged as a crystal and a gas is
calculated as 0.02 kJ mol~! less favorable than an
aqueous solution. The corresponding saturation ratio
is 0.99. There is thus some inconsistency between the
model of Clegg et al.’3® and the data of Wagman et
al.*?0 Ansari and Pandis*'® addressed this discrepancy
by suggesting a standard free energy of formation for
(NH4)2S0O, of —903.15 rather than —901.67 kJ mol 1.
In this case, AG = +0.13 kJ mol~! instead of —0.02
kJ mol~%. In fact, the Clegg et al. model is more
accurate than the free energy calculations employed
in Appendices A and B because eq Al is a simplifica-
tion of the temperature-dependent behavior.

The Clegg and Wexler website provides outputs of
saturation ratio and relative humidity. The free
energy of formation of a solution (eq A5) is then
calculated as follows:

G(kJ mol ™) = XU, ag T Xso,z-aq T (1 = X0

= XA;“ + 2X/"NHf,aq,sat + X;uSO42*,aq,sat +
(1 — x)(—237.13 + 2.478 In RH)

=2.478xIn S — 901.67x + (—237.13 +
2.478 In RH)(1 — x) (B10)

where eqs A2, A4, and B7 are employed at 298 K with
data from Table 5. For the scenario accompanying
eq A5, eq B10 yields

G = 2.286(0.1) In 0.99—923.52(0.1) +
(—240.98 + 2.286 In 0.785)(0.9) = —309.73 (B11)

The slight discrepancy between —309.73 (eq B11) and
—309.75 (eq Ab) arises because eq B11 is based upon
the temperature dependency of (NH,4),SO, (Table 2)
whereas the results associated with eq A5 arise from
the temperature dependencies of NH,* and SO,2".
Temperature dependencies in each case are only
calculated approximately, according to eq Al.

As a final comment, at 275 K and 78.5% RH in the
example considered, 0.1 mol of (NH4)2SO4(s) is con-
strained to combine with 0.9 mol of H,O(g) to form
an aqueous solution. If other molar ratios were
employed, then u(H2O) would not correspond to 78.5%
RH and water would either evaporate or condense
until a 0.1 mole fraction aqueous solution were
obtained. No other aqueous composition is stable at
78.5% RH.
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